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Preface

The research questions that motivate most studies in statistics-based sciences are

causal in nature. Yet until very recently, the dominant methodology has been based

almost exclusively on statistical analysis which, traditionally, has excluded causal

vocabulary both from its mathematical language and from its educational program.

The aim of standard analysis, typified by regression and other estimation tech-

niques, is to infer parameters of a distribution from samples drawn of that popula-

tion. With the help of such parameters, one can infer associations among variables,

estimates the likelihood of past and future events, as well as update the likelihood of

events in light of new evidence or new measurements. These tasks are managed well

by statistical analysis so long as experimental conditions remain the same. Causal

analysis goes one step further; its aim is to infer aspects of the data generating pro-

cess. With the help of such aspects, one can deduce not only the likelihood of events

under static conditions, but also the dynamics of events under changing conditions.

This capability include predicting the effects of interventions, (e.g., treatments or

policy decisions) and spontaneous changes, (e.g., epidemics or natural disasters),

identifying cause of reported events, and assessing responsibility and attribution.

This distinction implies that causal and statistical concepts do not mix. Statistic

deals static conditions, while causal analysis deals with changing conditions. There is

nothing in distribution function that would tell us how that distribution would differ

if external conditions were to change because the laws of probability theory do not

dictate how one property of a distribution ought to change when another property

is modified. Even the theory of stochastic processes, which provides probabilistic

iii



characterization of certain dynamic phenomena, assumes a fixed density function

over time-indexed variables. There is nothing in such a function to tell us how it

would be altered if external conditions were to change. The additional information

needed for making such predictions is provided by causal assumptions. The role of

this information is to identify those aspects of the world that remain invariant when

external conditions change, say due to treatments or policy decisions.

These considerations imply that the slogan “correlation does not imply causa-

tion” can be translated into a useful principle: one cannot substantiate causal claims

from associations alone, even at the population level - behind every causal conclusion

there must lie some causal assumption that is not testable in observational studies.

One difficulty that arises in talking about causation is the variety of questions

that are subsumed under the heading. Some authors focus on the ultimate meaning-

fulness of the notion of causation. Others are concerned with deducing the causes

of a given effect. Still others are interested in understanding the details of causal

mechanism. The emphasis here will be on measuring the effects of causes because

this seems to be a place where statistics, which is concerned with measurement, has

contributions to make. The purpose is to construct a model that is complex enough

to allow us to formalize basic intuitions concerning cause and effect.

A statistical framework for causal inference that has received increasing attention

in recent years is the one based on potential outcomes. It is rooted in the statistical

work on randomized experiments by Fisher (1918, 1925) and Neyman (1923), as

extended by Rubin (1974, 1976, 1977, 1978, 1990) and subsequently by others to

apply to nonrandomized studies and other forms of inference. This perspective was

called “Rubin’s Causal Model” (RCM, Holland, 1986) by because of it viewed causal

inference as a problem of missing data with explicit mathematical modeling of the

assignment mechanism as a process for revealing the observed data. The RCM

allows the direct handling of complications, such as noncompliance with assigned

treatment (wich bridges experiments and the econometric instrumental variables

methods, Angrist et al., 1996). In the late 1980s and 1990s, many economists have
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accepted and adopted this framework as well (Bjorklund and Muffit, 1987; Heckman,

1989; Manski, 1990; Manski et al., 1992, Angrist and Imbens, 1995) because of the

clarity it brings in questions of causality.

Assume that there are just two levels of treatment, denoted by T , the active

treatment, and C, the control. The starting essential feature of the approach is

to define a causal effect as the comparison of the potential outcomes on the same

unit measured at the same time: Y (C), the value of the outcome variable Y if the

unit is exposed to treatment C, and Y (T ), the value of Y if exposed to T . Only

one of these two potential outcomes can be observed, the one corresponding to the

treatment that unit received, yet causal effects are defined by their comparison, e.g.,

Y (T )− Y (C). Thus, causal inference becomes a problem of inference with missing

data. Without potential outcomes, causal inference is exceedingly difficult and often

misleading.

The assignment mechanism is then a stochastic rule for assigning treatments to

units and thereby for revealing Y (C) or Y (T ) for each unit. The assignment mecha-

nism can depend on other measurements; if these other measurements are observed

values, then the assignment mechanism is ignorable; if the given observed values

involve missing values, possibly even missing Y ’s, then it is nonignorable. All forms

of statistical inference for causal effects, whether Bayesian or frequentist, require the

positing of an assignment mechanism.

Outline of the Thesis

In the view we accept of causality, inference for causal effects is a missing-data prob-

lem, because for any individual unit, we observe the value of the potential outcome

under only one of the possible treatments, namely the treatment actually assigned,

and the potential outcome under the other treatment is missing. The statistical lit-

erature classifies this type of missing-data mechanism as an intentional missing-data

mechanism - intentional in the sense that it depends on the assignment mechanism
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and can be generally considered explicitly. Clearly, analysis of treatment response

poses much more than a generic missing-data problem. One reason is that observa-

tions of realized outcomes, when combined with suitable assumptions, can provide

information about counterfactual ones. Another is that practical problems of treat-

ment choice motivate much research on treatment response and thereby determine

what population parameters are of interest.

Unfortunately, inference on causal effects, by definition subject to an intentional

missing-data mechanism, is often complicated by unintentional missing-data pro-

cesses.

In general, when we analyze data subject to missing values, it can be useful

to distinguish the missing-data pattern, which describes which values are observed

in the data matrix and which values are missing, and the missing-data mechanism

(or mechanisms), which concerns the relation between missingness and the values

of variables in the data matrix. Missing-data mechanisms are crucial since the

properties of the missing-data methods depend very strongly on the nature of the

dependence in these mechanisms. The crucial role of the mechanism in the analysis

of data with missing values was largely ignored until the concept was formalized in

the theory of Rubin (1976), through the simply devise of treating the missing-data

indicators as a random variables and assigning them a distribution.

The estimation of causal effects in presence of missing data is the thread running

through this thesis. However, chapters are designed to be independently readable.

This implies the unavoidable pitfall that some definitions and/or concepts can be

repeated in different parts of the work.

Each chapter opens with an introduction section, where we explain the problem,

the motivation of the study and the approach we use, and describe the structure of

the chapter itself. Conclusions, results and potential extensions are discussed at the

end of each chapter. Here, we will just outline the topics that will be covered in the

work and the results we have obtained.

In the first chapter, we provide an overview of the statistical approach to the
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estimation of causal effects based on the concept of potential outcomes, often re-

ferred to as “Rubin’s Causal Model” (RCM, Holland, 1986). Our main objective

in this chapter is to set out the basic concepts of statistical inference in experi-

ments and observational studies, so there are no original results nor methodological

elaborations.

We introduce the key notions underlying the Rubin Causal model potential out-

comes framework, with a particular emphasis on the central role of the assignment

mechanism in inferring causal effects. Special sections are dedicate to randomized

assignments and to the concept of propensity score matching as a link between ob-

servational studies and randomized experiments. Then, we move to examine how

to analyze studies suffering from missing background and/or outcome data, with a

particular focus on the assumptions implicit or explicit in the existing approaches

to the problem.

In the second chapter we present an extended framework for the analysis of data

from randomized experiments which suffer from complications due to treatment non-

compliance, missing outcomes following treatment noncompliance, and “truncation

by death”. The original motivation for our work was a randomized trial of Breast

Self-Examination (BSE). In the study two methods of teaching BSE, consisting of

either mailed information about BSE (the standard treatment) or the attendance

of a course involving theoretical and practical sessions (the new treatment), were

compared with the aim of assessing whether teaching programs could increase BSE

practice and improve examination skills. The study was affected by noncompliance

with the randomly assigned treatment and missing outcome data. In addition, the

quality outcome is “truncated by death” in the sense that quality can only be ob-

served for women who practice BSE, and it is not only unobserved but also undefined

for women who do not practice self exams.

In recent years, there has been substantial progress in the analysis of randomized

experiments suffering from noncompliance and missing data. These complications

can represent a threat to valid estimates of experimental effects. Concerning the
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problem of data truncated by death, recent work has shown that traditional ap-

proaches, which address this issue ignoring the fact that the outcome after trunca-

tion is neither censored nor missing, but should be treated as being defined on an

extended sample space, do not lead to properly defined causal estimands (Rubin,

2000; Frangakis and Rubin, 2002).

This paper develops a model that accommodates all these complications, which

is based on the general framework of “principal stratification” (Frangakis and Rubin,

2002), and thus relies on more plausible assumptions than standard methodology.

Our analysis revealed a positive, even if not highly significant, effect on quality of

self exams for women who always comply with their assignment and would practice

BSE under both treatment arms. All the analyses in this paper were implemented

using R-project.

In the last paper we analyze the impact of childbearing events on individuals’

wellbeing in Indonesia, using a sample of women drawn from the Indonesia Family

Life Survey (IFLS). We consider the impact of having children on wellbeing as

a quasi-experimental problem. The main issue in this approach is that subjects

who experience childbearing events might somewhat be self-selected. Researcher

has no control over treatment assignment. As a result, large differences can exist

between the treatment and control groups on observed covariates, which can lead to

badly biased estimates effects. Propensity score methods are an increasingly popular

method for balancing the distribution of the covariates in the two groups to reduce

this bias. To estimate propensity scores, which are the conditional probabilities of

being treated given a vector of observed covariates, we must model the distribution

of the treatment indicator given these observed covariates. Much work has been

done in the case where the covariate are fully observed. However, in our study, some

covariates values are missing. In such a case, which commonly arises in practice,

it is not clear how the propensity score should be estimated. Any technique will

have to either make a strong assumption regarding ignorability of the assignment

mechanism or will have to make an assumption about the missing data mechanism.
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In the paper three approaches for estimating propensity scores with incomplete

data are presented: a complete-case analysis, a multiple imputation approach, and a

pattern-mixture model based approach, with a discussion of the assumptions implicit

in each of them. For each approach, we use the resulting propensity scores to

construct comparison groups to the group of treated subjects, and then we estimate

the causal effect of interest, and compare the results (we use STATA 8.0 to implement

our analysis). All the three approaches show some evidence that childbearing events

has a negative impact on individuals’ wellbeing, which gives more weight to this

conclusion.
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Statistical Inference for Causal Effects in

Randomized and Nonrandomized

Experiments: A Gentle Introduction

Abstract

This paper provides a brief overview of the statistical approach to the estimation of

causal effects based on the concept of potential outcomes, now often referred to as

Rubin’s Causal Model (Holland, 1986). We focus on the treatment effect estimation

in randomized and nonrandomized studies suffering form missing data. Placing the

problem within the framework of the Rubin Causal Model makes the assumptions

explicit by illustrating the interaction between the treatment assignment and the

missing data mechanism, and the potential interaction between response behavior

and other possible complications such as noncompliance in randomized experiments.

Keywords: Causal inference, Potential Outcomes, Assignment Mechanism, Ran-

domization, Propensity Score, Matching, Principal Stratification, Missing data, Ru-

bin Causal Model, Structural Equation Models, Direct Acyclic Graphs.

1 Introduction

Decision in medicine, public health, and social policy depend critically on appropria-

te evaluation of competing treatments and policies. The extraction of information
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about such comparison, which we can broadly view as causal inference, has a grow-

ing area of statistical research in recent years. A statistical framework for causal

inference that has received especially increasing attention is the one based on poten-

tial outcomes, originally introduced by Neyman (1923) for randomized experiments

and randomization-based inference and generalized and extended by Rubin (1974,

1977, 1978) for nonrandomized studies and alternative forms of inference. Funda-

mentally, in this framework, often termed Rubin’s Causal Model (Holland, 1986),

a unit is considered at a particular place and time; treatments are interventions

each of which can be potentially applied to each unit; potential outcomes are all

the outcomes that would be observed when each of the treatments would be applied

to each of the units. Then a causal comparison between, say, two treatments is

a comparison of the potential outcomes of the same group of units under the two

treatment conditions.

A major difference between the potential outcomes and the other frameworks for

causal inference (e.g., simultaneous equations; Goldberger, 1972; Heckman, 1978) is

that, in the former, the definition of causal effects is separated from any probability

models about the way in which units are assigned to treatments, namely the assign-

ment mechanism (Rubin, 1978), and this separation is regarded broadly (though

not uniformly; cf. Dawid, 2000) as useful. This clarifying role of potential outcomes

has been important in research, including, e.g., the earlier works on the concept

of ignorable assignment (Rubin, 1974, 1977, 1978), propensity scores (Rosenbaum

and Rubin, 1983a), the concept of sequential ignorability and associated methods

(Rubin, 1978; Robins, 1986), and others. More recently, methods also became avail-

able to address treatment noncompliance using potential outcomes, starting mainly

with work by Baker and Lindeman (1994), Imben and Rubin (1994), Robins and

Greenland (1994), Angrist, Imbens, and Rubin (1996), and are currently receiving

even more attention (e.g., Frangakis and Rubin, 1999; Hirano et al., 2000).

This paper provides a brief overview of the statistical approach to the estima-

tion of causal effects based on the concept of potential outcomes, with a particular
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emphasis on the use of this framework in studies suffering from partially missing

data.

Section 2 sets out the basic framework for causal inference based on the Rubin

Causal Model (RCM). We discuss three key notions underlaying our approach. The

first is that of potential outcomes corresponding to the various levels of a treat-

ment. Each of these outcomes would have been observed had the treatment level

been the corresponding one, even though after the treatment is received only one

of them can be observed. Second, we discuss the necessity, when drawing causal in-

ference, of observing multiple units, and the related stability assumption to exploit

the presence of multiple units. Finally, we discuss the central role of the assignment

mechanism, which is crucial for inferring causal effects. We then specify the benefits

of randomization in estimating the causal effects of treatments and describe how

we can use randomized experiments as a template for the analysis of observational

studies. Specifically, we focus on the propensity score methodologies and the un-

derlying assumptions. Section 3 introduces the concept of principal effects based

on principal stratification, a general framework for comparing treatments where the

estimands are adjusted for posttreatment variables and yet are always causal effects.

In sections 4 and 5 we briefly review the existing approaches and their assumptions

to analyze randomized and nonrandomized studies suffering from missing data. Fi-

nally, section 6 gives an idea of the vivid debate on causation existing in the academic

community, and section 7 concludes.

2 Rubin Causal Model

The research questions that motivate most studies in statistics-based sciences are

causal in nature. For instance, potentially interesting questions concern the efficacy

of a given drug in a given population, the role of education in employment and earn-

ing, the fraction of crimes that could have been avoided by an education policy. Not

3



surprisingly, the central target of such studies is the elucidation of causal-effect re-

lationships among variables of interest, for example, treatments, exposures, precon-

ditions, and outcomes. Yet until very recently, the dominant methodology has been

based almost exclusively on statistical analysis which, traditionally, has excluded

causal vocabulary both from its mathematical language and from its mainstream

educational program.

For causal inference, there are several primitives, concepts that are basic and on

which we must build. The fundamental notion underlying our view of causality is

tied to an action or treatment applied to a unit. A unit is a physical object, firm, or

person, or collection of persons such as a classroom or a market, at a particular point

in time. A treatment is an action that can be applied or withheld from that unit.

Associated with each unit and each treatment there are two potential outcomes,

the values of an outcome variable Y when the treatment is applied and when it is

withheld. The objective is to learn about the causal effect of the application of the

treatment relative to its being withheld on the outcome.

Formally, let Z indicate which treatment the unit received: Z = T the active

treatment, Z = C the control treatment. In order to avoid unnecessary complica-

tions, we assume that the treatment indicator is dichotomous, however, the frame-

work is immediately applicable to multilevel treatments. Also let Y (T ) be the value

of the potential outcome if the unit received the active version, and Y (C) the value

if the unit received the control version. The causal effect of the active treatment rel-

ative to its control version is defined as a comparison of Y (T ) and Y (C). Basically,

the absolute difference between treatments, measuring Y (T )− Y (C), as well as the

relative difference, measuring Y (T )/Y (C), can be compared. Here, the focus will

be on absolute difference. However, this does not affect the generality of the results.

There are two important aspects of this definition of causal effects. First, the

definition does not depend on which outcome is actually measured. Second, the

causal effect is the comparison of outcomes at the same moment of time, where the

time of the application of the treatment precedes that of the outcome.
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The fundamental problem of causal inference is that, for any individual unit, we

observe the value of the potential outcome under only one of the possible treatments,

namely the treatment actually assigned, and the potential outcome under the other

treatment is missing. Potential outcomes (Y (C), Y (T )) and assignment Z jointly

determine the values of the observed and missing outcomes through the two relations

Y obs = Y (Z) = I{Z = T} · Y (T ) + (1− I{Z = T}) · Y (C)

Y mis = Y (Zc) = (1− I{Z = T}) · Y (T ) + I{Z = T} · Y (C),

where Zc = C if Z = T , and Zc = T if Z = C, and I{·} is the indicator function.

Thus, under this straightforward perspective, inference for causal effects is a missing-

data problem. This implies that we cannot learn from just the single observed

outcome what the causal effect of the treatment is, because the causal effect involves

the comparison of both potential outcomes. To learn about causal effects we must

rely on multiple units. More specifically, we must observed units exposed to different

treatments.

One option is to observe the same physical object at different points in time,

that is, we might have the same unit measured on both treatments in two trials (a

repeated measure design), but since there may exist carryover effects (e.g., the effect

of the first treatment wears off slowly) or general time trend we cannot be certain

that the unit’s responses would be identical at both times. Therefore, a unit at a

different time is, in general, a different unit. As an alternative to observing the same

physical unit repeatedly, one might observe different physical units at similar times.

Hence, assume that there are N units for which we want to assess the causal effect.

By itself, the presence of multiple units does not solve the problem of causal

inference. For instance, suppose we have two units. Now in general we have at

least four potential outcomes for each unit; they are the values of the outcome

variable when the treatment is applied or when it is withheld for both of the units.

Specifically, for unit 1 we would have the potential outcomes Y1(C,C), Y1(C, T ),

Y1(T, C), and Y1(T, T ), where, for example, Y1(T, C) is the outcome for unit 1 if
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unit 1 received active and unit 2 received control; and analogously for unit 2. In

fact, there can be even more potential outcomes depending on the number of versions

of the treatment.

Therefore, replication does not help unless we can restrict the explosion of poten-

tial outcomes. The most straightforward assumption is the “Stable Unit Treatment

Value Assumption” (SUTVA - Rubin, 1980a, 1990) under which the potential out-

comes for the ith unit just depend on the treatment that the ith unit received. That

is, there is “no interference between units” and there are “no versions of treatments”.

Then, all potential outcomes for the N units can be represented by an array with N

rows and two column, each unit i being a row with two potential outcomes, Yi(C)

and Yi(T ). Throughout this paper we make the Stable Unit Treatment Assumption.

Recall that there is no assumption-free causal inference, and nothing is wrong with

this. It is the quality of the assumptions that matters, not their existence.

Under SUTVA, an obvious definition of the causal effect of the T versus C

treatment for the N trials in the study is the average causal effect for the N trials:

τ = E
(
Y (T )− Y (C)

)
=

1
N

N∑

i=1

(
Yi(T )− Yi(C)

)
.

Even though other definitions can be interesting, we assume the average causal effect

is the desired causal effect and proceed to the problem of its estimation given the

obvious constraint that we can never actually measure both Yi(T ) and Yi(C) for any

unit.

In addition to the vector indicator of treatments, Z = {Zi : i = 1, . . . , N},
the vector of potential outcomes when exposed to the active treatment, Y(T ) =

{Yi(T ) : i = 1, . . . , N}, and the vector of potential outcomes when not exposed

Y(C) = {Yi(C) : i = 1, . . . , N}, we suppose to have a N×K matrix of covariates, X,

with ith row equal to Xi = (X1i, . . . , XiK), a K-vector of background variables which

encodes characteristics of unit i. As we will see, covariates, which are unaffected by

treatment, play a particular important role in causal inference, above all in studies

where the units exposed to the active treatment can differ on their distribution of
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covariates in important ways from the units not exposed.

2.1 The Assignment Mechanism

In the potential outcomes framework for causal inference, a key role is played by

the assignment mechanism, that is, the mechanism that determines which units

get which treatment. Formally, we define the assignment mechanism as a function

assigning probabilities to all possible N -vectors of binary assignment Z given the

N -vectors of potential outcomes Y(0) and Y(T ) and the N×K matrix of covariates

X:

Definition 2.1. Given a population of N units, the assignment mechanism is a row-

exchangeable function Pr(Z | X,Y(C),Y(T )) taking on values in {0, 1}N satisfying

∑

Z

Pr(Z | X,Y(C),Y(T )) = 1,

for all X, Y(0), and Y(T ).

An example of an assignment mechanism is a randomized experiment. It is an

assignment mechanism such that (i) it is ignorable, which means that it does not

depend on the missing outcomes; (ii) it is probabilistic, that is, 0 < Pr(Zi = T |
X,Y(C),Y(T )) < 1 for all i, and for all X, Y(0), and Y(T ), where Pr(Zi = T |
X,Y(C),Y(T )) =

∑
Z:Zi=T Pr(Z | X,Y(C),Y(T )) is the unit assignment proba-

bility for unit i;1 and (iii) it is a known function of its arguments. Here, we will

mainly be concerned with a special case of randomized experiments, classical ran-

domized experiments, which in addition to the conditions required for randomized

experiments assume local independence. This assumption requires the assignment

mechanism to be separable in the unit assignment probabilities, at least conditional

on (Z,X). Moreover, it requires the unit assignment probability for unit i to be a

function of outcomes and covariates for unit i only, free of the values of outcomes
1Note that the row exchangeability of the assignment mechanism implies that Pr(Zi = T |

X,Y(C),Y(T )) = Pr(Zi = T | Xσ,Yσ(C),Yσ(T )) for each permutation σ of the row indices
1, . . . , N .
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and covariates for other units other than through the dependence of the joint as-

signment probabilities on these outcomes. Formally, an assignment mechanism is

locally independent if

Pr
(
Z | X,Y(C),Y(T )

)
=

g
(
Z,X

) N∏

i=1

(
Pr(Zi = T | X,Y(C),Y(T ))

)I{Zi=T}

×
(
1− Pr(Zi = T | X,Y(C),Y(T ))

)(1−I{Zi=T})

and

Pr
(
Zi = T | X,Y(C),Y(T )

)
= Pr

(
Zi = T | Xi, Yi(C), Yi(T )

)
for all i,

where g(Z,X) must be such that
∑

Z Pr(Z | X,Y(C),Y(T )) = 1. An example

of such assignment mechanisms is a Completely randomized experiment where M

out of N units are randomly chosen to receive the treatment. For this assignment

mechanism

Pr(Z | X,Y(C),Y(T )) =





(
M
N

)I{Zi=T} (
N−M

N

)I{Zi=C} if
∑

I{Zi = T} = M,

0 otherwise.

Most often M = N/2, so that half the units receive the active treatment and half

receive the control treatment.

Being ignorable and locally independent, a classical randomized experiment is

also unconfounded, that is, it does not depend on the potential outcomes:

Pr(Z | X,Y(C),Y(T )) = Pr(Z | X).

With an unconfounded assignment mechanism, at each set of values of Xi that has

a distinct probability of Zi = T , there is effectively a randomized experiment.

The assignment mechanism is fundamental to causal inference because it tells us

how we got to see what we saw. Causal inference is basically a missing data problem

because at least half of the potential outcomes are not observed, and so missing.

Without understanding the process that creates missing data, we have no hope of
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inferring anything about them. Without a model for how treatments are assigned

to individuals, formal causal inference, at least using probabilistic statements, is

impossible. This does not mean that we need to know the assignment mechanism,

but rather that without positing one, we cannot make any statistical claims about

causal effects, such as unbiasedness of estimates, confidence coverage of intervals for

effects, significance levels of tests, or coverage of Bayesian posterior interval.

2.2 Estimating Causal Effects of Treatments in Randomized Ex-

periments

Randomization is an assignment mechanism that allows particulary straightforward

estimation of causal effects. Therefore, simple randomized experiments form the

basis for inference for causal effects in more complicated situations, such as when the

assignment probabilities depend on covariates or when there is noncompliance with

the assignment mechanism. In addition, an unconfounded assignment mechanism,

which essentially is a set of randomized experiments, forms the basis for the analysis

of an observational nonrandomized study by using the randomized experiment as a

template.

The central question of this section concerns the benefits of randomization in

determining the causal effect of the active versus control treatment on an outcome Y .

Therefore, suppose that a randomized experiment with N trials has been performed

to estimate the typical causal effect of the active versus control treatment on Y for

some population of units. For simplicity, suppose that no pretreatment covariates

are recorded.

Randomization can never assure us that we are correctly estimating the causal

effect of a treatment versus another for the N trials under study, but it provides

important benefits besides the intuitive ones that follow from making all systematic

source of bias into random ones. Formally, randomization provides a mechanism

to derive probabilistic properties of estimates without making other assumptions.

We will consider two such properties that are important: (1) the average difference
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between the treatment and control group is an unbiased estimate of τ , the typi-

cal causal effect for the N units in the study, defined in section 2; and (2) precise

probabilistic statements can be made indicating how unusual the observed average

difference between the treatment and control group would be under specific hypoth-

esized causal effects.

Let τ̂ be the observed average difference between the treatment and control

group:

τ̂ = Y
obs
T − Y

obs
C =

∑N
i=1 I{Zi = T}Y obs

i∑N
i=1 I{Zi = T} −

∑N
i=1 I{Zi = C}Y obs

i∑N
i=1 I{Zi = C} .

This is an unbiased estimator for the typical causal effect τ over the randomization

set.

To show this, first we define the randomization set to be the set of r allocations

that were equally likely to be observed given the randomization plan. For instance,

in a completely randomized experiment with M < N units assigned to treatment,

the randomization set is the collection of r =
(

N
M

)
equally likely possible allocations.

For each of the r possible allocations in the randomization set, there is a cor-

responding average difference τ̂ that would be calculated had that allocation been

chosen. If the expectation of these r possible differences equals τ , the average differ-

ence τ̂ is called unbiased over the randomization set for estimating τ . We now show

that given randomly assigned treatments, the average difference τ̂ is an unbiased

estimate of τ , the typical causal effect for the N units.

By definition of random assignment each unit has a known probability of re-

ceiving the active treatment, here assumed constant and equal to p. Hence, the

contribution of the ith unit (i = 1, . . . , N) to the average difference τ̂ in p of the

r allocations in the randomization set is Yi(T )/(Np) and in the other (1 − p) is

−Yi(C)/((1− p)N). The expected contribution of the ith unit to the average differ-

ence τ̂ is therefore

p
Yi(T )
pN

+ (1− p)
−Yi(C)

(1− p)N
.

Summing over all N units we have the expectation of the average difference τ̂ over
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the r allocations in the randomization set is

1
N

N∑

i=1

(
Yi(T )− Yi(C)

)
,

which is the typical causal effect for the N units in the trial, τ .

The unbiasedness of the τ̂ estimator for τ , that follows from the random assign-

ment of treatments, is a desirably property because it indicates that on average we

tend to estimate the correct quantity, however it hardly solves the problem of esti-

mating the typical causal effect. As yet we have no indication whether to believe τ̂

is close to τ nor to any ability to adjust for important information we may possess.

Consider now the other formal advantage of randomization. We show that ran-

domization provides a mechanism for making probabilistic statements indicating

how unusual the observed difference τ̂ would be under specific hypotheses.

Suppose that the researcher hypothesizes exactly what the individual causal

effects are for each of the N units and these hypothesized values are τ̃i, i = 1, . . . , N .

The hypothesized typical causal effect for the N units is thus

τ̃ =
1
N

N∑

i=1

τ̃i.

Having the τ̃i and the observed Yi(T ), i ∈ {i : Zi = T} and Yi(C), i ∈ {i : Zi = C},
we can easily calculate hypothesized values, say Ỹi(C) and Ỹi(T ) for all the N units,

and using these, we can calculate an hypothesized average difference between the

treatment and control group for each of the r allocations of the N units in the

randomization set.

Since the average of the r average differences between the treatment and control

group is the hypothesized typical causal effect, τ̃ , and the r allocations are equally

likely, we can make the following probabilistic statement:

Under the hypothesis that the causal effects are given by the τ̃i, i =

1, . . . , N , the probability that we would observe an average difference

between the treatment and control group that is as far or farther from τ̃
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than one we have observed is h/r, where h is the number of allocations in

the randomization set that yield average differences between the treat-

ment and control group that are as far or farther from τ̃ than τ̂ (Rubin,

1974).

If this probability - called the significance level for the hypothesized τ̃i - is very

small, we either must admit that the observed value is unusual in the sense that it

is in the tail of the distribution of the equally likely differences, or we must reject

the plausibility of the hypothesized τ̃i .

The ability to make precise probabilistic statements about the observed τ̂ under

various hypotheses without additional assumptions is a tremendous benefit of ran-

domization especially since τ̂ tends to estimate τ . However, one must realize that

these simple probabilistic statements refer only to the N trials used in the study

and do not reflect additional information that we may also have measured.

In order to make an intelligent adjustment for extra information, we cannot be

guided only by the concept of unbiasedness over the randomization set. We need

some model for the effect of prior variable in order to use their value in intelligent

manner. The point of this statement is that when trying to estimate the typical

causal effect in the N trial experiment, handling additional variables may not be

trivial without a well-developed causal model that will properly adjust for those

prior variables that causally affect Y and ignore other variables that do not causally

affect Y even if they are highly correlated with the observed values of Y . Without

such a model, the researcher must be prepared to ignore some variables he feels

cannot affect Y and use a somewhat arbitrary model to adjust for those variables

that he fells are important.

A researcher should also believe the results of an experiment are applicable to

a population of units besides the N in the experiment. Even though the trials in

an experiment are often not very representative of the trials of interest, researchers
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must be willing to make this assumption - called “subjective random sampling as-

sumption” (Rubin, 1974) - in order to believe their results are useful.

2.3 Estimating Causal Effects of Treatments in Observational Stu-

dies Using Propensity Score Methods

The same two issues discussed at the end of previous section as arising when pre-

senting results of an experiment also arise when presenting the results of a nonran-

domized study as being relevant. However, the first issue, the effect of variables not

explicitly controlled is usually more serious in nonrandomized than in randomized

studies, while the second, the applicability of the results to a population of interest

is often more serious in randomized than in nonrandomized studies.

In randomized experiments, the results in the two treatment groups may often

be directly compared because their units are likely to be similar, whereas in nonran-

domized experiments, such direct comparisons may be misleading because the units

exposed to one treatment generally differ systematically from the units exposed to

the other treatment. Specifically, whereas in experimental situations one can obtain

a control and treatment group which are homogeneous with respect to the observ-

able characteristics, X, this is not possible in nonexperimental studies since it is

likely that the decision to be assigned to a treatment is in this case not indepen-

dent from the observable as well as unobservable characteristics.2 A possible way to

address this complication in nonexperimental studies is to consider the randomized

experiment as a template for the analysis of an observational (i.e., nonrandomized)

study. Having the template of a randomized experiment means having to think

about the underlying randomized experiment that could have been done, where in

the randomized experiment underlying an observational study, the probabilities of

assignment to treatments are not equal, but are rather functions of the covariates,

and so the template is actually an unconfounded assignment mechanism.
2With random assignment, homogeneity of the control and treatment group with respect to the

unobservable characteristics is also guaranteed if the size of the groups is sufficiently large.
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To do this we make the strong ignorability or unconfoundedness assumption.

Generally, we shall say treatment assignment is strongly ignorable given a vector of

covariates W if

(Y (C), Y (T )) ⊥ Z | W and 0 < Pr(Z = T | W) < 1, (2.1)

for all W. For brevity, when treatment assignment is strongly ignorable given the

observed covariates X, that is, when (2.1) holds with W = X, we shall say simply

that treatment assignment is strongly ignorable.

The strong ignorability assumption asserts that the probability of assignment

to a treatment does not depend on the potential outcomes conditional on observed

covariates. In other words, within subpopulations defined by values of the covariates,

we have random assignment. This assumption rules out the role of the unobservable

variables. The issue of unobserved covariates should be addressed using models for

sensitivity analysis (e.g., Rosenbaum and Rubin, 1983b) or using non parametric

bounds for treatment effects (Manski, 1990; Manski et al., 1992).

Clearly, the strong ignorability assumption may be controversial. It requires that

all variables that affect both outcomes and the likelihood of receiving the treatment

are observed. Although this is not testable, it clearly is a very strong assumption,

and one that need not generally be applicable. We view it as a useful starting point

for two reason. One is that in some studies, as the Connors et al. (1996) study of

right heart catherization, researchers have carefully investigated which variables are

most likely to confound any comparison between treated and control units and made

attempts to observe all such variables. Even if these attempts are not completely suc-

cessful the assumption that all relevant variables are observed may be a reasonable

approximation, especially if much information about pretreatment outcomes is avail-

able. Second, any alternative assumption that does not rely on unconfoundedness

while allowing for consistent estimation of the average treatment effects must make

alternative untestable assumptions, such as the instrumental variable technique (e.g.,
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Angrist, 1990; Angrist and Krueger, 1991). Whereas the unconfoundedness assump-

tion implies that the best matches units that differ only in their treatment status, but

otherwise are identical, alternative assumptions implicitly match units that differ in

the pretreatment characteristics. Often such assumptions are even more difficult

to justify. The unconfoundedness assumption therefore may be a natural starting

point after comparing average outcomes for treated and control units to adjust for

observable pretreatment differences.

The unconfoundedness assumption validates the comparison of treated and con-

trol units with the same value of covariates. The treatment effect for the subpopu-

lation with X = x can be written as:

τ(X) = E
(
Y (T )− Y (C) | X = x

)

= E
(
Y (T ) | Z = T,X = x

)− E
(
Y (C) | Z = C,X = x

)

= E
(
Y | Z = T,X = x

)− E
(
Y | Z = C,X = x

)
,

where both term on the right-hand side can be estimated from a random sample of

(X, Z, Y ). The average treatment effect can be then estimated using the equality

τ = E
(
τ(X)

)
.

Typically, there are many background characteristics that need to be controlled

for estimating the average causal effect τ , and adjusting the estimation for all these

covariates can be actually unfeasible. Propensity score technology, introduced by

Rosenbaum and Rubin (1983a), addresses this situation by reducing the entire collec-

tion of background characteristics to a single “composite” characteristic that appro-

priately summarizes the collection. Formally, the propensity score is defined as the

conditional probability of receiving a treatment given pretreatment characteristics:

e(X) = Pr
(
Z = T | X)

.

The propensity score is a balancing score, that is, treatment assignment and observed

covariates are conditionally independent given the propensity score:

X ⊥ Z | e(X). (2.2)
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In particular, the propensity score is the coarsest balancing score, i.e., any bal-

ancing score b(X) must satisfy the relation e(X) = f(b(X)), for some function f

(Rosenbaum and Rubin, 1983a).

The key feature of propensity score methodology is that, given the strong ignor-

ability assumption, treatment assignment and the potential outcomes are indepen-

dent:
(
Y (C), Y (T )

) ⊥ Z | e(X),

and

0 < Pr
(
Z = T | e(X)

)
< 1.

Thus adjusting for the propensity score removes the bias associated with differences

in the observed covariates in the treated and control group. As a result, given the

strong ignorability assumption, if the propensity score e(X) is known, it follows that

τ = E
(
Y (T )− Y (C)

)

= E
(
E

(
Y (T )− Y (C) | e(X)

))

= E
(
E

(
Y (T ) | Z = T, e(X)

)− E
(
Y (C) | Z = C, e(X)

))
,

where the outer expectation is over the distribution of e(X).

The propensity score is a potential matching variable because it does not depend

on response information that will be collected after matching. Since exact matching

for a known propensity score will on average remove all the bias in X, the propensity

score e(X) is in a sense the most important scalar matching variable.

Matching on e(X) balances the observed covariates X; however, unlike random-

ization, matching on e(X) does not balance unobserved covariates except to the

extend that they are correlated with X: we need the strong ignorability assump-

tion. For discussion of methods for addressing the possible effects of unobserved

covariates in observational studies, see Rosenbaum and Rubin (1983b) and Rosen-

baum (1984a).

In practice, several issues need to be addressed before the propensity score can

be used as a matching variable. First, the functional form of e(X) is rarely if ever
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known, and therefore e(X) must be estimated from the available data. Second,

exact matches will rarely be available, and so issues of closeness on e(X) must be

addressed. Third, adjustment for e(X) balances X only in expectation, that is,

averaging over repeated studies. In any particular study, further adjustment for X

may be required to control chance imbalances in X. Such adjustments, for example

by covariance analysis, are often used in randomized experiment to control chance

imbalances in observed covariates.

As noted by Rosenbaum and Rubin (1983a), matching on the propensity score is

generalization to arbitrary X distributions of discriminant matching for multivariate

normal X as proposed by Rubin (1970) and discussed by Cochran and Rubin (1973)

and Rubin (1976a, 1976b, 1979, 1980b). Propensity matching is not, however, the

same as any of the several procedures proposed by Miettinen (1976): the propensity

score is not generally a confounder score (see Rosenbaum and Rubin, 1983a). First,

the propensity score depends only on the joint distribution of X and Z, whereas a

confounder score depends additionally on the conditional distribution of a discrete

outcome variable given X and Z, and is not defined for continuous outcome variables.

Second, the propensity score is the coarsest function of X that has the balancing

property (2.2) (Rosenbaum and Rubin, 1983a), so unless a confounder score is finer

than the propensity score, it will not have this balancing property.

To conclude we briefly describe how we can estimate and use propensity score

methodology in practical applications.

First suppose to know the propensity score. In general, exact matches on propen-

sity score is impossible to obtain, so methods which seek approximate matches must

be used. Therefore, it can be useful to study properties of some matching methods

based on the propensity score.

The mean bias or expected difference in X prior to matching is E(X | Z =

T ) − E(X | Z = C), whereas the mean bias in X after matching is E(X | Z =

T ) − EM (X | Z = C), where EM (X | Z = C) is the expected value of X in

the matched control group. Generally, EM (X | Z = C) depends on the matching
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method used, whereas E(X | Z = T ) and E(X | Z = C) depend only on population

characteristics. A matching method is equal-percent bias reducing (EPBR) if the

reduction in bias is the same for each coordinate of X, that is, if

E(X | Z = T )− EM (X | Z = C) = γ
(
E(X | Z = T )− E(X | Z = C)

)

for some scalar 0 ≤ γ ≤ 1 (Rubin, 1976a, b). If a matching methods is not EPBR,

then matching actually increases the bias for some linear functions of X. If little

is known about the relationship between X and the response variables that will be

collected after matching, then EPBR matching methods are attractive, since they

are the only methods that reduce bias in all variables having linear regression on X.

Rosenbaum and Rubin (1983a) showed that matching on the population propensity

score alone is EPBR whenever X has a linear regression on some scalar function of

e; that is, whenever E(X | e) = α + γ′g(e) for some scalar function g(·).
Matched samples can be constructed by using several different methods that

matched treated units to control units.3 Two standard techniques are the “nearest

available matching on the propensity score” and “subclassification on the propensity

score”. Subclassification method consists of dividing experimental and control units

on basis of e(X) into subclasses or strata such that within each subclass treated

and control units have on average the same propensity score. Then, within each

stratum in which both treated and control units are present, the average outcomes

of the treated and control units are compared. The average treatment effect of

interest is finally obtained as an average of the subclass-specific comparisons. One

of the pitfalls of the subclassification method is that it discards observations in

strata where either treated or control units are absent. This observation suggests

an alternative way to match treated and control units, which consists of taking each

treated unit and searching for the control unit with the closest propensity score, i.e.,
3In many observational studies, there is a relatively small group of subject exposed to a treatment

and a much larger group of control subjects not exposed. When the cost associated with obtaining
outcome or response data from subjects are high, some sampling of the control reservoir is often
necessary. Matched sampling attempts to choose the control for further study so that they are
similar to the treated subjects with respect to background variables measured on all subjects.
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the nearest available matching on the propensity score. Although it is not necessary,

the method is usually applied with replacement, in the sense that a control unit can

be a best match for more than one treated unit. Once each treated unit is matched

with a control unit, the difference between the outcome of the treated units and the

outcome of the matched units is computed. The average treatment effect of interest

is then obtained by averaging these differences.

As noted previously, usually we do not actually know the propensity scores, and

so we must estimate them. Propensity scores can be estimated in a number of

different ways, including discriminant or CART analysis. In principle, any standard

probability model can be used to estimate the propensity score. For instance, Pr(Z =

T | X) = F (h(X)), where F (·) is the normal or the logistic cumulative distribution

function and h(X) is a function of covariates with linear or higher order terms. It is

critically important to note that the outcome variable plays no role in the estimation

of the propensity score; estimating propensity scores only involves the covariates.

Consequently, the success of the propensity score estimation must be assessed by

the resultant balance of the observed distribution of covariates across the treated

and control groups rather than by the fit of the models used to create estimated

propensity scores.

Clearly, models for the data, Pr(X, Y (0), Y (1)), can be an important adjunct

to propensity score methods, just as covariance adjustment can be an important

adjunct in randomized experiments. There exists a large literature (e.g., Rubin,

1973, 1979; Reinisch et al., 1996; Rubin and Thomas, 2000) indicating the improved

estimation that can take place when models are used to refine estimation. But it

must be remembered that such modeling is a supplement to modeling the assign-

ment mechanism, and is essentially adding a Bayesian component to the structure

as in Rubin (1978). These Bayesian answers create procedures whose frequency per-

formance can be evaluated. Such modeling becomes almost a necessary ingredient

in complex situations involving, for example, randomized experiments with noncom-

pliance (see section 5), or when investigating sensitivity to the unconfoundedness
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assumption.

3 Principal Stratification in Causal Inference

Many scientific problems require that treatment comparisons be adjusted for post-

treatment variables, but the estimands underlying standard methods are not prop-

erly defined causal effects (see Rubin, 2000; and Frangakis and Rubin, 2002 for more

discussion on this).

Suppose that after each unit i (i = 1, . . . , N) gets assigned treatment Zi, a

posttreatment variable Sobs
i is measured, in addition to measuring the main outcome

Y . The variable Sobs encodes characteristics of the unit as well as of the treatment.

Therefore, an important study goal can be to compare the effects of treatments on

Y “after adjusting” for the posttreatment characteristics in a way that the adjusted

estimands are causal effects.

A standard method adjusts for the posttreatment variable using a comparison

between outcomes under standard versus new treatment for subjects who got a

common value s of Sobs. The key to understanding such adjustments is to recognize

that Sobs
i is Si(Zi), i.e., the observed value of one of the two potential values Si(C),

Si(T ), depending on treatment assignment. This comparison is problematic if the

treatment has any effect on the posttreatment variable (Rosenbaum, 1984b) because

the groups {i : Si(C) = s} (i.e., who get posttreatment value s under standard

treatment) and {i : Si(T ) = s} (i.e., who get posttreatment value s under active

treatment) are not the same groups of subjects. In our view of causality, the causal

effect of the assignment on the outcome Y is defined to be a comparison between the

ordered sets of potential outcomes on a common set of units. Then, according to this

definition, comparing outcomes of the two groups {i : Si(C) = s} and {i : Si(T ) = s}
does not lead to a properly defined causal estimand.

To address this deficiency, Frangakis and Rubin (2002) proposed a general frame-

work for comparing treatments adjusting for posttreatment variables that yields
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principal effects based on principal stratification.

Definition 3.1. (a) The basic principal stratification P0 with respect to posttreat-

ment variable S is the partition of units i = 1, . . . , N such that, within any set of

P0, all units have the same vector (Si(C), Si(T )).

(b) A principal stratification P with respect to posttreatment variable S is a partition

of the units whose sets are unions of sets in the basic principal stratification P0.

Generally, a principal stratification generates the following estimands.

Definition 3.2. Let P be a principal stratification with respect to the posttreatment

variable S and let SP
i indicate the stratum of P to which unit i belongs. Then a

principal effect with respect to that principal stratification is defined as a comparison

of potential outcomes under standard versus new treatment within a principal stratum

ζ in P , i.e., a comparison between the ordered sets

{Yi(C) : SP
i = ζ} and {Yi(T ) : SP

i = ζ}.

The importance of principal effects draws from their conditioning on principal

strata. Although the potential variable Si(C) generally differs from Si(T ), the value

of the ordered pair (Si(C), Si(T )) is, by definition, not affected by treatment. As a

result, the central property of principal effects is that they are always causal effects

and do not suffer from complications of standard posttreatment-adjusted estimands.

Setting principal causal effects to be the goal helps focus the role of infer-

ence. Generally, we cannot directly observe the principal stratum to which a sub-

ject belongs because we cannot directly observe both Si(C) and Si(T ) for any

i; therefore inference about the principal effects, e.g., in P0, requires prediction

of the subjects’ missing memberships to the principal strata, as determined by

Smis = S(Zc) = (1 − I{Z = T}) · S(T ) + I{Z = T} · S(C), as well as prediction of

the subjects’ missing potential outcomes Y mis.

Principal stratification is a powerful framework which allows to address possible

complications in a study - such as the presence of missing outcomes - better then
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other standard methods. In the next sections, we focus on the problem of missing

data showing to what extent this complication can affect a study and how it can

be addressed. Assignment mechanism and principal stratification are the two key

concepts on which our discussion relies.

4 Estimating Causal Effects with Missing Background

Data

Covariates are variables whose values are not affected by the treatment assignment.

In randomized experiments in which treatment assignment is independent of

covariates, these can still be used to improve efficiency of estimation. Specifically,

covariates improve prediction of missing potential posttreatment outcome variables,

that is, outcome values under treatment for those who are assigned to control, and

outcome values under control for those who are assigned to treatment.

Covariate also enhance generalizability of the experimental results. Compared to

marginal relationships (such as the mean value of the outcome for the experimental

group) the relation between the outcome values and the covariates is more likely

to generalize. In other words, we can always recover marginal relationships from

conditional relationships, but not vice versa. Therefore, conditional relationships

extract more information from the data.

In nonrandomized studies the decision to be assigned to a treatment is not gen-

erally independent from the observable characteristics, and so it is likely that units

exposed to one treatment differ systematically from units exposed to the other treat-

ment. However, if we assume the strong ignorability assumption of the assignment

mechanism, we can attempt to recreate the ideal situation of the randomized ex-

periments where covariates are balanced across treatment group. In fact if the

assignment mechanism is strongly ignorable, the observed covariates are sufficient

to explain why people chose one treatment or another. As noted previously, the

plausibility of this assumption rests on the amount of information contained in the
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covariates, X, so often the higher the dimension of X, that is, roughly, the greater is

the number of covariates in X, the more plausible we might consider the assumption

to be. Therefore, covariates play a particularly important role in nonexperimental

studies.

Much work has been done in the case where covariate are fully observed (e.g.,

Hirano et al., 2000; Mealli et al., 2004; Rubin and Thomas, 1992a,b, 1996). In

practice, however, some covariate values will be missing.

In randomized studies, missingness of background variables occurs before ran-

domization. In principle, such missingness is also a covariate and so does not directly

create imbalance of subjects between randomized arms, although it does create loss

in efficiency when background covariates are to be used in the analysis. When there

is insight that missingness of pretreatment variables can affect heavily the results,

Barnard et al. (2003) suggested to include in the analysis information on the pat-

terns of missing background data. Imbens and Pizer (1999) suggested that with

missing covariates, the standard approach (Rubin, 1976c; Little and Rubin, 1987),

which assumes that, conditional on treatment and any fully-observed covariates, the

data are Missing At Random (MAR) or, alternatively, the missing data process is

ignorable, is not necessarily adequate to describe the data. The reason is that the

two assumptions (i) random assignment of treatment, and (ii) missing at random,

have implications that can be in conflict. Specifically, Imbens and Pizer (1999)

noted that, if we observe that among complete-data observations, those assigned to

treatment have different covariate distributions than those assigned to control, we

can deduce that the missing data are not missing at random. Motivated by this

conflict, Imbens and Pizer (1999) developed alternative models for the analysis from

randomized experiments with missing pretreatment variables and outcomes, which

are both consistent with the data and preserve the appeal of MAR.

In nonrandomized studies, missingness of background variables is a more serious

problem, because the missingness itself may be predictive about which treatment

is received. Consider the problem of estimating and using propensity scores with
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partially missing covariate data.

Estimation of propensity score in the complete data case is generally straightfor-

ward since it uses standard methods (e.g., logistic regression or discriminant analy-

sis) and relies on diagnostics that are relatively easy to calculate and interpret (see

section 2.3).

When missing covariate data exist, it is no longer obvious how to estimate

propensity scores. Any technique will have to either make a stronger assumption

regarding ignorability of the assignment mechanism or will have to make an assump-

tion about the missing data mechanism.

As described in section 2.3, propensity score matching relies heavily on the as-

sumption of ignorability of the assignment mechanism, which depends on the re-

lationship between Z and all of the other study variables. In order to maintain

this ignorability of the assignment mechanism any existing technique for estimating

propensity scores with incomplete data needs to assume at least that

Pr
(
Z | X, Rx, Y (C), Y (T )

)
= Pr

(
Z | X, Rx

)
, (4.1)

where Rx is the missing covariate indicator (Rx = 1 for observed, and Rx = 0 for

missing).

Several possible approaches to the missing data problem exist. Complete case

and complete variables (and combinations thereof) are extremely common approaches

to missing data. Little and Rubin (1987) outline the potential problems with re-

liance on these simple but unprincipled approaches. Rosenbaum and Rubin (1984)

and D’Agostino and Rubin (2000) developed two strategies precisely for the issue

of estimating propensity score in presence of covariate missing data. Hill (2004)

proposed some of the several possible combination of Multiple Imputation (MI) and

propensity score matching. Now we briefly discuss the assumptions implicit in each

of these possible methodologies, assuming that the assumption (4.1) holds.

Complete-case analyses use only observations where all variables are observed,

and it is based on the Missing Completely At Random assumption (MCAR) (Rubin,
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1976c; Little and Rubin, 1987). In our context, given the assumption (4.1), the

missing data mechanism is MCAR if

Pr
(
Rx | X, Z

)
= Pr

(
Rx

)
.

This assumption, fairly strong and in many cases implausible, has several testable

implications and is often rejected by the data.

A complete-variables analysis uses only the fully observed variables, denoted

by Xf . This type of analysis will fail if any of the covariates excluded are not

independent of treatment assignment conditional on Xf and Rx, and are also related

to the potential outcomes (again, conditional on Xf and Rx). Formally, we need

Pr
(
Z | X, Rx

)
= Pr

(
Z | Xf , Rx

)

or

Pr
(
Y (C), Y (T ) | X, Rx

)
= Pr

(
Y (C), Y (T ) | Xf , Rx

)
.

In words, we would have to believe either the variables removed were independent

of treatment assignment or that ignorability of the assignment mechanism depends

in fact only upon the variables retained.

This approach makes no assumption about the missing data mechanism. How-

ever, the omission of any variables with missing data will generally throw away too

much information to continue to justify the ignorability of the assignment mecha-

nism.

Rosenbaum and Rubin (1984) considered using a “pattern mixture” model (Lit-

tle 1993; Rubin 1986) for propensity score estimation with missing covariate data.

Appendix B of Rosenbaum and Rubin (1984) defined a “generalized” propensity

score as the probability of treatment assignment given X∗, a K-coordinate vector,

where the jth element of X∗ is a covariate value if the jth covariate was observed,

and is an asterisk if the jth covariate is missing (formally, X∗ is an element of

{R, ∗}K}). This is equivalent to conditioning on the observed values of X, Xobs,

and the missing covariate indicator Rx; with discrete covariates, this is equivalent
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to adding an additional missing category to each covariate. Rosenbaum and Rubin

(1984) proved that adjustment for the generalized propensity score in expectation

balances the observed covariate information and the pattern of missing covariates.

In addition, they suggested that in large enough samples, one can estimate this gen-

eralized propensity score by estimating a separate logit model using the subset of

covariates fully observed for each pattern of missing data. The practical problem is

that typically there are many patterns of missing data with only a few individuals

from each of the two treatment groups, thereby making the straightforward pattern

mixture approach infeasible.

D’Agostino and Rubin (2000) proposed a solution to this problem. Their mod-

eled the joint distribution of (Z,X, Rx) using a general location model (Olkin and

Tate, 1961) accounting for the missing data (Schafer, 1997). This modeling implies

a conditional distribution for Z given (Xobs, Rx); that is, the generalized propensity

score: probabilities of Z = T versus Z = C for each unit as a function of its observed

covariate values Xobs and missing pattern Rx. Because X is missing when Rx = 0,

a saturated model for (X, Rx) cannot be fit, even with the general location model,

so D’Agostino and Rubin (2000) imposed log-linear constraints on the categorical

variables which include the missing value indicators for covariates whose missingness

is related to treatment assignment, and estimated the propensity scores using the

ECM algorithm (Meng and Rubin, 1993). D’Agostino and Rubin (2000) suggested

that in the special case of no missing data and only continuous covariates, their

approach reduces to estimating propensity score by discriminant analysis.

These two methods developed for estimating the generalized propensity scores

by Rosenbaum and Rubin (1984) and D’Agostino and Rubin (2000) respectively,

rely on either one of the following assumptions:

Pr
(
Z | X, Rx

)
= Pr

(
Z | Xobs, Rx

)

or

Pr
(
Y (C), Y (T ) | X, Rx

)
= Pr

(
Y (C), Y (T ) | Xobs, Rx

)
.
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One way of thinking of these assumptions is as follows. Within each missing data

pattern defined by Rx, we either need assignment to be independent of the covariates

unobserved in that pattern, or we need ignorability to be satisfied just on the basis

of those covariates observed in that pattern.

The strength of these two methods is that, in principle, they do not make any

assumption about the missing data process, yet still makes weaker assumptions

on the assignment mechanism and response surface than the complete variables ap-

proach. However, they do assume that either all missing covariate values are already

balanced across treatment groups or that they are independent of the potential out-

comes conditional on the observed covariate values and missing data patterns.

Another potential weakness of these methods is that since they specify one model

for both handling missing data and estimating propensity scores they will not always

have the possibility to incorporate Y into this model, even though it might provide

useful information about missing values.

To overcome this weakness, we can think of handling the incomplete data using

Multiple Imputation (MI) techniques (Rubin, 1978). MI is a Monte Carlo technique

in which each missing value is replaced by m > 1 simulated versions, where m is

typically small (e.g., 3-10). Each of the simulated complete datasets is analyzed by

standard methods, and the results are combined to produce estimates and confidence

intervals that incorporate missing-data uncertainty. Most of the techniques presently

available for creating MIs assume that the missing data mechanism is ignorable, but

it is important to note that the MI paradigm does not require ignorable nonresponse.

Imputation may in principle be created under any kind of model for the missing-

data mechanism, and the resulting inferences will be valid under that mechanism

(see chapter 6, Rubin, 1987).

Hill (2004) suggested that the combination of MI and propensity score matching

implicitly assumes the latent ignorability of the assignment mechanism. Latent

ignorability was first introduced by Frangakis and Rubin (1999) as an extension

of standard ignorability in the context of missing data mechanism. It describes a
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situation where the mechanism is ignorable only when conditional on certain latent

or missing values, in addition to the observed values. In our case, the assignment

mechanism is ignorable only conditional on complete covariate data (which includes,

of course, values that in practice are missing). Computationally, this is achieved by

filling in the missing covariate values using MI. Hill (2004) illustrated two approaches

to combining propensity score matching with multiple imputation and discussed the

required structural assumptions. Furthermore, she evaluated the potential relative

performance of this methods using simulation models with compatible assumptions.

Hill (2004) found that the MI methods seem to outperform not only the complete

case and the complete variables analyses, but also the D’Agostino-Rubin method,

and suggested that the MI techniques can accomodate a broader range of missing

data models, matching methods, and analysis models.

5 Extensions to Accomodate Missing Outcome Data

It is unusual to have missing data for baseline characteristics but have fully observed

outcomes. When outcome data is incomplete we must also consider the mechanism

behind that missingness, that is, we need to consider assumptions about

Pr
(
Ry(C), Ry(T ) | Z, Y (C), Y (T ),X, Rx

)
.

Complete case analyses in the presence of missing data require the additional

assumption

Pr
(
Ry(C), Ry(T ) | Z, Y (C), Y (T ),X, Rx

)
= Pr

(
Ry(C), Ry(T ) | Z)

.

This means that, as long as the outcome missing data mechanism is independent

of the covariates and potential outcomes then the observations removed from the

sample will be a random sample of the entire dataset with respect to those vari-

ables. If these distributions remain the same in the observations remaining then the

analyses can proceed appropriately. Similar to the discussion about complete cases
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with covariate missing data, this MCAR assumption, which has several testable

implications, is often rejected by the data

In this scenario, strictly speaking, complete variables analyses cannot be per-

formed because Y has been removed from the dataset. However, we can use a

combination of complete covariate variables and cases that have the outcome ob-

served. The additional assumption needed here then is the same as for complete

cases.

Another potentially more plausible assumption is the Missing At Random (MAR)

model proposed by Rubin (1976c), which essentially allows the probability of non-

response to depend on observed but not on unobserved variables, that is, it assumes

that missing data values carry on information about the probability of missingness.

Formally, we require the following two assumptions

Pr
(
Rx | Z,X

)
= Pr

(
Rx | Z,Xobs

)

and

Pr
(
Ry(C), Ry(T ) | Z, Y (C), Y (T ),X, Rx

)
= Pr

(
Ry(C), Ry(T ) | Z,Xobs, Rx

)
.

In randomized experiments, the covariates X and the missing covariate indicator

Rx are independent of the treatment indicator Z, so the MAR assumption implies

that Rx can be ignored in the analysis. Moreover, under MAR, in randomized

experiments we have that4

Pr
(
Ry(C), Ry(T ) | Z,Xobs, Rx

)
= Pr

(
Ry(C), Ry(T ) | Xobs, Rx

)
.

The MAR assumption is convenient because it allows us to avoid an explicit

model of nonresponse and is often relatively plausible. In addition, if the parameters

of a MAR missing data process are distinct from those of the data distribution,

then the missing data process is ignorable. Unfortunately, data can never provide

any direct evidence against MAR, so that MAR is not testable without auxiliary

information.
4See Barnard et al., 2003.
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The framework of multiple imputation can be easily extended to handle jointly

missing outcomes and covariates. As noted previously, MI can be created under any

kind of assumption about the missing data process; the resulting inferences will be

valid under that missing data mechanism (Rubin, 1987).

In observational studies, methodologies precisely developed for the issue of es-

timating propensity scores in the presence of covariates missing data, such as the

general location model proposed by D’Agostino and Rubin (2000) and the pattern

mixture model developed by Rosenbaum and Rubin (1984), need to be combined

with complete cases for outcomes because the missing data model cannot incorporate

outcomes in general since it is also used to compute propensity scores. Alternatively,

missing outcomes could be imputed through separate process.

Concerning experimental studies, in addition to missing background and outcome

data, they often suffer from noncompliance with the randomly assigned treatment.

Noncompliance occurs when the actual treatment that subjects receive differ

from their nominal assignment. Here we assume all or none noncompliance: after

randomization, some subjects assigned to the new treatment will not take it, but

effectively take control, whereas some those assigned control receive the new treat-

ment. In such a case, the compliance behavior is a variable defined by the joint

vector of treatment receipt under both treatment assignments, say (D(C), D(T )).

Specifically, this variable identifies four strata of people: compliers, those who take

the treatment if so assigned and take the control if so assigned; never-takers, those

who never take the treatment no matter the assignment; always-takers, those who

always take the treatment no matter the assignment; and defiers, who would do the

opposite of the assignment no matter its value. These strata are not fully observed,

however, by randomization, their distribution is the same in both treatment arms.

Such stratification, which dates back at least to Imbens and Rubin (1997) for ran-

domized trials with noncompliance, is a direct application of the idea of principal

stratification (Frangakis and Rubin, 2002) using the framework of the Rubin Causal

Model.
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In randomized studies with compliance as the only partially uncontrolled fac-

tor, and where there is full outcome data, the biases associated with estimating

the causal effect “as-treated” (where subjects are compared by treatment received

rather than by treatment assigned) or “per-protocol” (where only outcomes for sub-

jects who comply with their assignment are analyzed) are well known (Robins and

Greenland, 1994; Sheiner and Rubin, 1995; Barnard et al., 1998). To avoid such po-

tential biases in imperfect compliance cases researchers typically focus on the global

intention-to-treat effect (comparing all units by their assignment rather than by the

treatment actually received). More recently researchers have also focused on the

intention-to-treat effect for subpopulation of compliers (Bloom, 1984; Sommer and

Zenger, 1991; Imbens and Angrist, 1994; Angrist, Imbens and Rubin, 1996; Imbens

and Rubin, 1997; Baker, 1998, 2000; Little and Yau, 1998). Such analyses require

that researchers be able to identify compliers by exploiting appropriate instrumental

variables exclusion restrictions.

When a randomized experiment suffers from both noncompliance and missing

outcome data, then these two complications have to be jointly taken into account

and modeled in some principled way.

With respect to the response behavior, an often appealing assumption that has

been proposed to link noncompliance with nonresponse is Latent Ignorability (Fran-

gakis and Rubin, 1999). Under Latent Ignorability, if we knew the compliance type

for all the subjects, the missing data mechanism would be ignorable, that is, po-

tential outcomes and potential response indicators are assumed to be independent

within each level of the compliance variable (with the same value of the fully ob-

served covariates). This assumption alone does not allow full identification of the

ITT effect for compliers, the effect of primary interest.

Along with the no-defier assumption, also called monotonicity assumption (An-

grist and Imbens, 1994; Angrist et al., 1996), one choice for additional assumptions,

which lead to full identification, is the “compound exclusion” restriction for never-

takers and always-takers (Frangakis and Rubin, 1999; Barnard et al., 2003): when
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assignment has no effect on the treatment taken (for never-takers and always-takers),

it has no effect on outcomes or response behavior as well. Of course, the plausibility

of such an assumption depends on the context of the application.

Alternative assumptions can also be made. For example, one can assume that

the exclusion restrictions on the outcome hold for never-takers and always-takers,

but the exclusion restrictions on the response behavior hold for always-takers and

compliers. The rationale for this is that those who would decline participation

(the never-takers) might be induced, by the offer to participate, into not providing

information on their outcome, which would have otherwise (Mealli et al., 2004).

This framework can be extended to allow for missing covariate. We can find a

challenging example in Barnard et al. (2003), where a randomized study suffering

from complications due to missing background and outcome data, and noncompli-

ance with the randomly assigned treatment is described. They address these com-

plications using a Bayesian approach with the framework of principal stratification

(Frangakis and Rubin, 2002).

6 The Three Major Approaches to Causality

Recent years have seen an increased discussion about causation and a variety of

causal models in the fields of economics, statistics, computer science, epidemiol-

ogy, and sociology. Leaving the century-lasting discourse on accounts of causation

in philosophy aside, this increased research on matters of causation in the above-

mentioned fields has led to three major approaches to modeling causation currently

dominating the debate on causal inference. These are Structural Equation Models

(SEMs), Rubin Causal Model (RCM), and Direct Acyclic Graphs (DAGs). We have

broadly described the Rubin Causal Model in the previous sections, being the sta-

tistical framework that we adopt for causal inference. In this section, we will give

brief introductions to the other two approaches, and discuss somewhat further how

the three frameworks are perceived in the academic community.
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Structural Equation Models (SEMs) as an approach to causation are mainly

used in economics and the social sciences. The SEMs have their origin in path

analysis developed by geneticists (Wright, 1921, 1934). Founding work in SEMs

was done by Haavelmo (1943, 1944) and Koopmans and Hood (1953), work that

set the stage for modern econometrics (see Morgan, 1990; and Heckman, 2000 for

further discussion). In fact, SEMs have remained the paradigm of causal modeling

in contemporary econometrics and the social and behavioral sciences. Structural

equation models rely on the specification of systems of equations with parameters

and variables that attempt to capture behavioral relationships and specify the causal

links between variables. Specifically, Goldberger (1972) defined SEMs as “stochastic

models in which each equation represent a causal link”.

The use of Direct Acyclic Graphs (DAGs) to assess causal questions is a rather

recent phenomenon. Currently, the main proponent of graphical approaches to cau-

sation are Spirtes, Glymour, and Scheines (2000, first edition 1993), and Pearl (1995,

1998, 2000). It is beyond the scope of this section to discuss the functioning and

mechanisms of DAGs, and difficult to do so in just a few phrases - for an introduc-

tion see the mentioned papers and books. Rather, we want to describe what their

advocates think DAGs are aimed at: they are aimed at making causal relations and

assumptions and implications in causal models more explicit, in particular more ex-

plicit than - in the view of their proponents - other approaches. For instance, Pearl

(2000) claims that recent advantages in DAGs have transformed causality from “a

concept shrouded in mystery” into a mathematical object with well-defined seman-

tics and well-founded logic. This is another aim of the graphical approach, namely to

provide causal talk with a common language helping researches communicate (Pearl

1995, 1998), an aim that DAGs do not yet live up to in the view of everybody - see

the discussion of Pearl (1995), in particular Imbens and Rubin (1995), Rosenbaum

(1995). Pearl (2000) strongly emphasizes the gain in clarity and explicitness gained

from causal models based on DAGs in his view. For better or worse, his conclusion

is that due to DAGs “causality has been mathematized” (Pearl, 2000).
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Naturally, different approaches to questions of causation are viewed differently

by proponents of different approaches. For instance, Rubin and Imbens (1995)

argue that graphical models in general, and DAGs in particular, with their nodes,

directed arrows, undirected arrows, absence of arrows, etc., are extremely seductive,

but they provide a framework for causal inference that is inherently less revealing

than the potential outcomes framework because it tends to bury essential scientific

and design issue. Also perceptions SEMs as an adequate approach to causation

diverge strongly. Pearl (1998) unfolds the idea that the original conceptual strength

of SEMs along with the clear conception of it among its founding father has been

lost since, or at least become “obscured”. In his belief, “the causal content of SEMs

has gradually escaped the consciousness of SEMs practitioners” (Pearl, 1998) for two

reason: (i) SEMs practitioners have kept causal assumptions implicit in order to gain

respectability for SEMs, because statisticians, “the arbiters of respectability”, abhor

assumptions that are not directly testable, and (ii) SEMs lack the notational facility

needed to make causal assumptions, as distinct from statistical assumptions, explicit.

The latter point means that the SEMs founding fathers thought of the equality sign

as the asymmetrical relation “is determined by” rather than an algebraic equality,

but did not invent a distinct sign for this relation. They were aware of the distinction,

but now their descendants seem to have lost this clear conception - for more on this

issue see Pearl (1998), who evidently develops this idea to contrast it with DAGs as

a more coherent tool of causal language.

On the other hand, Heckman (2000) is a clear proponent of SEMs and forcefully

stresses the major role that econometric analysis played in the twentieth century

analysis of causal parameters:

A major contribution of twentieth century econometrics was the recog-

nition that causality and causal parameters are most fruitfully defined

within formal economic models and that comparative statics variations

within these models formalize the intuition in Marshall’s (notion of a
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ceteris paribus change) and most clearly define causal parameters.

This is how economists define causal effects.5 Heckman (1996, 2000) argues that the

statistical RCM, based on potential outcomes, is simply a version of the econometric

causal model. This is in line with his finding that the definition of a causal parameter

does not require any statement about what is actually observed or what can be

identified from data. A finding that also the SEM founding fathers would have

subscribed to, as Pearl (1998) refers to Haavelmo (1943) who explicitly interprets

each structural equation as a statement about a hypothetical controlled experiment.

In his comment on Angrist et al.’s paper (1996), Heckman (1996) argues that

RCM is a version of the widely used econometric switching regression model. On the

contrary, Angrist et al. (1996) view the term Rubin Causal Model (coined by Hol-

land, 1986 for work by Rubin, 1974, 1978) as referring to a model for causal inference

where causal effects are defined explicitly by comparing potential outcomes. This

comparison can be in the context of a randomized experiment or an observational

study. Any element of the set of the potential outcomes could have been observed

by manipulation of the treatment of interest, even though ex-post only one of them

is actually observed. Moreover, the RCM defines the assignment mechanism, which

determines which potential outcome are observed, as the conditional probability of

each possible treatment assignment given the potential outcomes and possibly other

variables. In contrast, the switching regression model as defined by Quandt (1958,

1972) is a time series model where the first part of the sample comes from one regres-

sion model and the second part from a separate regression model with an unknown

switching point (Angrist et al., 1996 - rejoinder).

A second example mentioned by Heckman (1996) is Roy (1951) who studied

the distribution of observed incomes in a world where individuals always choose

the occupation with the highest income. Neither Roy (1951) nor Quandt (1958,

1972) discussed causal effects. As Angrist et al. (1996) argue, what makes the
5A different concept of causation in time series econometrics is Granger causation, which we will

not discuss (Granger, 1969).
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Roy model and the switching regression model technically closer to the RCM than

many other models used in econometric evaluation studies is their explicit focus on

potential outcomes as distinct from observed outcomes. Only recently has the RCM

potential outcome framework been adopted in economic models for causal effects

(e.g., Maddala, 1983; Bjorklund and Muffit, 1987; Heckman, 1990; and Manski,

1990).

Recent years have seen substantial convergence of methods from statistics and

econometrics. For instance, Angrist et al. (1996) provide a link between the RCM

potential outcomes framework and the Instrumental Variables (IV) approach, cap-

italizing on the strengths of each. Inference in structural equation models often

exploits the presence of instrumental variables. These are variables that are explic-

itly excluded from some equations and included in others, and therefore correlated

with some outcomes only through their effect on other variables. Angrist et al.

(1996) show how the IV estimand can be given a precise and straightforward causal

interpretation in the potential outcomes framework, despite nonignorability of treat-

ment received. This interpretation avoids the drawbacks of the standard structural

equation framework, such as constant effects for all units, and delineates critical as-

sumptions needed for a causal interpretation. Specifically, Angrist et al. (1996) show

that the IV estimand can be embedded within the RCM and that under some simple

and easily interpretable assumptions, the IV estimand is the average causal effect

for a subgroup of units, the compliers. Without these assumptions the IV estimand

is simply the ratio of the intention-to-treat causal estimands with no interpretation

as an average causal effect.

Standard IV procedures rely on judgments regarding the correlation between

functional-form-specific disturbances and instruments. Typically the researcher does

not have a firm idea what these disturbances really represent, and therefore it is dif-

ficult to draw realistic conclusions or communicate results based on their properties.

In addition, the SEMs are sensible to critical assumptions (see Little, 1985) and ap-

parently unable to reproduce experimental results (see Lalonde, 1986). The causal
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interpretation of the IV estimand using the potential outcomes framework, allows

for a formulation of the critical assumptions in a more transparent manner and

so it makes these models more accessible to statisticians. Moreover, by separating

and defining the critical assumptions, the potential outcomes framework allows for

a clear assessment of the consequences of violations of these assumptions trough

sensitivity analysis under more general models (Angrist et al., 1996).

In summary, one cannot but highly appreciate the vivid debate on causation in

various fields, the expanding amount of causal models suggested, and the analogies,

connections and distinctions that have been drawn among models from different

fields.

7 Conclusion

Just as Neyman’s notation for randomized experiments was not obvious and Fisher’s

suggestion to physically randomize units was not obvious, so too the transition to use

potential outcomes as the definition of causal effects, whether or not the assignment

mechanism was randomized, was not obvious.

The framework that we describe here, using potential outcomes to define causal

effects and thereby the assignment mechanism, has been called the Rubin Causal

Model (RCM) by Holland (1986) for work initiated in the 1970’s (Rubin, 1974, 1977,

1978). This perspective conceives of all problems of statistical inference as missing

data problems with a mechanism for creating missing data (Rubin, 1976). The RCM

has the following salient features for causal inference: (1) causal effects are defined as

comparisons of a priori observable potential outcomes without regard to the choice

of assignment mechanism that allows the investigator to observe particular values;

(2) interference between units and variability in efficacy of treatments can be incor-

porated in the notation so that the commonly used “stability” assumption can be

formalized as deviations from it; (3) models for the assignment mechanism are viewed

as methods for creating missing data, thereby allowing nonrandomized studies to be
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considered using the same notation as used for randomized experiments; (4) poten-

tial outcomes and covariates can be given a joint distribution, thereby allowing both

randomization-based methods, traditionally used for randomized experiments, and

model-based methods, traditionally used for observational studies, to be applied to

both kinds of studies; (5) there are explicit mathematical results showing the role of

randomization for both randomization-based and Bayesian inference (Rubin, 1977,

1978).

After a brief description of the RCM potential outcomes framework, this paper

focuses on describing and addressing complications due to missing background and

outcomes data in randomized and nonrandomized studies using this framework.

Randomized experiments offer many benefits to the researcher. The randomiza-

tion of treatment assignment ensures that treatment and control groups are com-

parable, and therefore causal inferences regarding the average causal effects of the

treatment of interest can be drawn without additional assumptions. Specifically,

randomization avoids the need for modeling the outcome distributions because it

ensures that average causal effects can be estimated by the difference between aver-

age treatment outcomes and average control outcomes.

These benefits, however, require that we have complete data on treatment and

response for all units. In presence of missing data, it is necessary to make assump-

tions regarding the dependence of the missing data mechanism on both treatment

assignment and values of missing variables. In addition, if the study also suffers

from noncompliance, compliance behavior and response behavior have to be jointly

taken into account and modeled in some principled way.

Observational data with missing data, both for covariates and outcomes vari-

ables, are prevalent in the social sciences. Studies using such data to make causal

inferences are increasingly making use of propensity score techniques as a means for

controlling for observable differences between treatment groups. These methods are

complicated, however, by the addition of missing data.

In this paper, we illustrated some of the possible existing approaches to the
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missing data problem and discussed the underlying assumptions. Specifically, we

review and propose different sets of assumptions, and discuss which assumptions

seem to be more appropriate for different settings. An important lesson is that

there are no universally appropriate assumptions; the most plausible assumptions

are specific to each context.
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Application of the Principal Stratification

Approach to the Faenza Randomized

Experiment on Breast Self-Examination

Abstract

Many scientific problems require that treatment comparisons be adjusted for post-

treatment variables, such as treatment noncompliance, missing outcomes following

treatment noncompliance, and “truncation by death”. We present an extended

framework for the analysis of data from randomized experiments which suffer from

these complications. There are two key feature of this framework: we use the prin-

cipal stratification (Frangakis and Rubin, 2002) approach for comparing treatments

adjusting for posttreatment variables, and we adopt a Bayesian approach for in-

ference and sensitivity analysis. This framework is illustrated in the context of a

randomized trial of Breast Self-examination (BSE). In the study two methods of

teaching BSE, consisting of either mailed information about BSE (standard treat-

ment) or the attendance of a course involving theoretical and practical sessions (the

new treatment), were compared with the aim of assessing whether teaching programs

could increase BSE practice and improve examination skills. The study suffers from

the complication mentioned above: only 55% of women assigned to receive the new

treatment complied with their assignment, and 35% of the women did not respond

to the posttest questionnaire. In addition, quality of self-exam execution is “trun-

cated by death”, in the sense that there is no hidden value of the quality outcome
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for women who do not practice BSE, the truncating event. Our analysis reveals a

positive, even if not highly significant, effect on quality of self exams for women who

always comply with their assignment and would practice BSE under both treatment

arms.

Keywords: Causal inference, Noncompliance, Missing data, Truncation by death,

Pattern mixture models, Principal Stratification, Rubin causal model.

1 Introduction

Breast Self-Examination (BSE) remains the most controversial of commonly rec-

ommended procedures for breast screening. The rationale behind extending BSE

as screening test stems from the fact that breast cancer is frequently detected by

women themselves without any other symptoms. Although BSE is simple, non in-

vasive and inexpensive, its effectiveness is heavily debated in spite of more then 30

years of research (Baxter, 2001; Spurgeon, 2001; Miller and Baines, 2001). Despite

these controversies, many field trials have been undertaken to evaluate the effec-

tiveness of teaching methods, particularly in developing countries. These studies

usually compare a BSE class to alternative forms of health education, for instance

physician message or informational leaflets. Quality of self-exam execution and

BSE practice are the two outcomes most often considered (Kalichman et al., 2000;

Ortega-Altamirano et el., 2000; Strickland et al., 1997; Mishra et al., 1998; Giles et

al., 2001).

In this paper, we will consider one of such studies, a randomized experiment

conducted between January 1988 and December 1990 in Faenza (Italy). In this

study, two BSE teaching methods were compared, a “standard” treatment of receiv-

ing mailed information only, and an “enhanced” treatment of additional attendance

in a self-exam course with the aim of assessing whether teaching programs could

increase BSE practice and improve examination skills.
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As in most research involving human subjects, our study also suffered from

complications due to missing data and noncompliance with the randomly assigned

treatment. In general, noncompliance is selective in the sense that noncompliers

and compliers generally differ in background characteristics. Moreover, missing out-

comes, caused by loss to follow-up in our study, may also be selective in the analogous

sense (Farwell et al., 1990). These complications are rarely fully under the exper-

imenter’s control, and there is currently substantial awareness among researchers

that such complications in a study compromise the ability to draw clear conclu-

sions. Therefore, a standard analysis, which drops subjects with missing outcomes

and ignores compliance information, can lead to biased results, even when the goal

is to estimate simple intention-to-treat effects (Frangakis and Rubin, 1999).

In our application, we have to face on another complication which is linked to

the topic of “truncation by death”. Quality of self exams can only be observed

for women who practice BSE, and it is not only unobserved but also undefined on

the usual sample space for those who do not practice BSE; therefore the estimation

of the causal effects of the enhanced BSE training course on quality of self exams

requires that treatment comparisons are adjusted for BSE practice status. The

solution to such a problem is often to assume the quality outcome variable as missing

or censored, or assigning it a value of zero. Although often done, however, these

approaches do not lead to properly defined causal estimands, because they ignore

the fact that the quality outcome for women who do not practice BSE is neither

“censored” nor “missing”; it should be treated as being defined on an extended

sample space (Rubin, 2000; Frangakis and Rubin, 2002; Zhang and Rubin, 2003).

We call the quality outcome “truncated by death” because there is no hidden value

of the outcome variable masked by the truncating event.

Here we focus on describing and addressing these complications in our study

using a Bayesian approach with the framework of principal stratification (Frangakis

and Rubin, 2002). Principal stratification is a general framework for comparing

treatments where the estimands are adjusted for posttreatment variables and yet
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are always causal effects.

The Faenza BSE study offers us a good opportunity to develop an extended

framework for the analysis of randomized experiments which require that treatment

comparisons be adjusted for (i) noncompliance with the randomly assigned treat-

ment, (ii) missing outcomes (dropout) following treatment noncompliance, and (iii)

“truncation by death”.

We describe the study in section 2, and summarize its data complications in

section 3. Section 4 places the study in the context of broken randomized experi-

ments, a phrase apparently first coined by Barnard, Du, Hill, and Rubin (1998). We

present the framework we use in section 5 and section 6, and discuss our model’s

structural assumptions in section 7. Section 8 describes our parametric model spec-

ification, and main results of the analysis are presented in section 9. We discuss

model building and checking in section 10 and conclude in section 11.

2 The Faenza Randomized Experiment on Breast Self-

Examination

In this paper we reanalyze data of a randomized trial on Breast Self-Examination

(BSE) conducted between January 1988 and December 1990 at the Oncologic Center

of the Faenza Health District in Italy (see previous analyses by Ferro et al., 1996;

and Mealli et al., 2004). In the study, two BSE teaching methods were compared,

a standard treatment of receiving mailed information only, and a new treatment of

additional attendance in a self-exam course. Both treatment levels were selected

on the basis of their practical feasibility and their acceptability according to the

cultural profile of the area.

Participants in this experiment were a random sample of 825 women, with ages

ranging from 20 to 64, drawn from the demographic files of the city of Faenza. The

sample was stratified by age and excluded women with a current breast pathology,

a history of breast cancer, a mental or physical disorder, or a terminal illness. Of
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the 825 women selected, 168 declined participation. The remaining 657 women com-

pleted a self-administered pretest questionnaire aimed at evaluating their knowledge

of breast pathophysiology, presence of known risk factors for breast cancer, preven-

tive beliefs, level of knowledge, practice and examination skills of BSE, and other

individual characteristics. To evaluate whether BSE was correctly performed, ac-

cording to the criteria of the Canadian National Breast Screening Study, the ques-

tionnaire included the following items (yes/no): preliminary visual examination;

lying in a prone position; fingers used flatly; circular motion of the fingers; circular

palpation; most of breast examined; axillae examined; check on nipple discharge;

frequently (monthly or not); and BSE practice following menstruation. Each re-

sponse was assigned an a-priori score; an overall index computed as the total score

for each subject was used as indicator of quality of BSE practice.

Respondents to the pretest questionnaire were randomly assigned to either a

new, enhanced teaching treatment (330) or to a standard treatment group (327).

The standard treatment consisted of receiving information about BSE in the mail in

the form of an explicative leaflet containing theoretical as well as graphical material

describing how to perform BSE correctly. In contrast, women assigned to the new

enhanced treatment group received both mailed information and in addition were

invited to the Faenza Oncologic Center to receive a “hands-on” training course on

BSE techniques. The course was held by specialized medical staff and consisted of a

one hour session, a group discussion and a fifteen-minute individual practice session.

Women were invited to the course in small groups according to their education level

by a letter and a telephone call in order to motivate them, often reluctant for work

engagement, or little interest, or lack of time. Actually, of the 330 women randomly

assigned to the enhanced treatment, only 182 complied with their assignment, i.e.,

attended the course. Thus only 55% of the women assigned to the enhanced treat-

ment complied with their assignment; the remainder received only the standard

treatment of the mailed information. One year later, the knowledge level of each

woman was assessed by the same procedure used at the start of the study, namely by
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a self-administered questionnaire. Of the 657 women included in the study only 429

(65% of the total population) completed this questionnaire, proving information on

posttreatment BSE practice and on quality of self exams. This is likely partly due

to the fact that the outcome data were collected at a later date than the covariate

and assignment data.

In the Faenza study, the question of interest was the effect of an enhanced train-

ing class on BSE practices and quality of self-exam execution. This quality outcome

was assessed using the difference between the overall score obtained at the pretest

and posttest, which resulted in a variable that could take on integer values between

0 and 21. As suggested in other works (Ferro et al., 1996; Mealli et al., 2004), in

our analysis we consider a binary quality outcome variable equal to H (“High”) if

an individual’s quality indicator is greater than the overall sample median (in this

case 17) and L (“Low”) otherwise. Clearly, such outcome was defined only for those

women practicing BSE before and after the educational interventions, so we need to

find a way of adjusting for BSE practice status pre- and post-treatment.

3 Data Complications

The study presented above is a two-arm randomized experiment that compares a

new, enhanced teaching program to a standard treatment with access to the new

training course only available to those in the enhanced treatment group. This study

suffers from a number of complications that may compromise the analysis and require

additional assumptions. In this section we describe these data complications and

how they can bias a standard causal analysis. First consider the complications due

to noncompliance with the randomly assigned treatment and the presence of missing

outcome data.

The data we use include the background covariates, pre-test data and post-test

data. For each individual i who participates in the study we observe: a binary

variable Zobs
i , the treatment assignment, equal to T if woman i is assigned to the
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enhanced treatment, and C otherwise; a binary variable Dobs
i , the actual treatment

received, equal to P if person i participates in the BSE training program and p oth-

erwise (Dobs
i = p if Zobs

i = C, by definition); and two binary outcome variables Sobs
i ,

equal to B if woman i practices BSE and b otherwise, and Y obs
i equal to H if the

quality of individual i’s posttreatment BSE practice exceeds the designed threshold

(the overall study sample median of the quality indicator), and L otherwise. Lastly,

we observe Robs
i , the response indicator (1 if a subject responds to the posttest ques-

tionnaire, 0 for non-responders). We consider only one indicator Robs
i for missingness

of outcomes, because the outcomes on BSE practice and quality of self exams were

either jointly observed or jointly missing. In addition, three covariates are observed:

Xobs
i1 , a binary indicator of previous BSE practice, Xobs

i2 a binary indicator of good

knowledge of breast pathophysiology, and Xobs
i3 age in years. Table 1 presents some

summary statistics for the sample, classified by assignment, Zobs
i , and treatment

status, Dobs
i .

As we can see in Table 1, the randomization of the assignment leads to the

pretreatment variables being closely balanced in the two subsamples defined by

assignment. The randomization does not, however, imply that the pretreatment

variables are balanced in the subsamples defined by the actual treatment status.

Knowledge of breast pathophysiology, Xobs
i2 , prior to the program, for example,

is significantly higher for those women who attended the course than those who

did not. This imbalance indicates that attendance of the self-exam course was

not perfectly correlated with assignment, so that treatment comparisons have to

be adjusted for treatment status to obtain credible estimates of the effect of BSE

training course. Specifically, if there was perfect compliance - and the outcomes were

observed for each subject - the effect of teaching program on BSE practice could be

simply estimated comparing BSE practice outcomes by treatment status; but since

compliance is imperfect, this estimator can be coarse and even misleading if taken

as summarizing the evidence in the data for the effects of treatment. As we will see,

the estimation of causal effects of the enhanced BSE teaching program on quality of
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Table 1: Faenza BSE study - Summary statistics.

Means
Grand Zobs

i = C Zobs
i = T Zobs

i = T Zobs
i = T Dobs

i = p
mean Dobs

i = p Dobs
i = P

N 657 327 330 148 182 475

Assignment (Zobs
i ) 0.502 0 0 1 1 0.312

Course attendance (Dobs
i ) 0.277 0 0.551 0 1 0

Response (Robs
i ) 0.653 0.688 0.618 0.399 0.797 0.598

BSE practice (Sobs
i )∗ 0.785 0.796 0.774 0.475 0.897 0.729

BSE quality (Y obs
i )∗ 0.492 0.402 0.594 0.250 0.669 0.381

Prior BSE practice (Xobs
i1 )∗∗ 0.585 0.591 0.579 0.551 0.601 0.579

Knowledge of breast
pathophysiology (Xobs

i2 )
0.554 0.560 0.548 0.439 0.637 0.522

Age (Xobs
i3 ) 41.4 41.5 41.3 41.7 41.0 41.6

(∗) Computed on respondents only. (∗∗) Available for 615 women.

self exams is more problematic, because treatment comparisons should be adjusted

not only for compliance status, but also for posttreatment BSE practice.

When the outcomes are not observed for all units, analyses based only on com-

plete observations could lead to biased estimates of effects of treatment, because

missingness of outcomes that occurs after randomization is not guaranteed to be

balanced between the randomized arms. For example, we observe that response is

substantially lower among women assigned to receive the active treatment (62%)

than among the other women (69%). Analyses that would be limited to complete

cases would discard more that half of the units. Moreover, standard adjustments for

outcome missingness ignore its potential interaction with the other complications

and generally make implicit and unrealistic assumptions. For instance, we observe
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that within the group assigned to receive the active treatment, response rates sig-

nificantly differ between those who complied with their assignment (Dobs
i = P ) and

those who did not (Dobs
i = p). This suggests that the compliance behavior may be

related to the willingness to respond of the subjects. In our study, it seems reason-

able that missingness could be also related to BSE behavior, that is, the potential

BSE practice indicators and the associated potential non-response indicators could

be dependent within each level of the latent compliance covariate regardless of the

assigned treatment. This non ignorability of the missing data is crucial in our anal-

ysis, above all when we focus on evaluating the causal effects of the enhanced BSE

training program on the quality outcome.

Recall that quality of BSE practice can only be observed for women who practice

BSE (Sobs
i = B), and it is not only unobserved but also undefined on the usual

sample space for women who do not practice the self exams. The quality for those

who do not practice BSE can be defined as ∗ on the extended space {L,H, ∗},
although sometimes it is treated as “missing” or “censored” which would imply a

hidden value on the sample space. Therefore, we need to “account for” BSE practice

status (i.e., the possible occurrence of an observed ∗) when addressing the causal

effects on quality. A common and seemingly obvious approach to adjust for BSE

practice status is to compare the BSE practice groups under the two treatment arms,

either through direct mean comparison or through regression adjusted comparison.

This common approach can not extract the right information from observed data.

In principle, a causal estimand of interest would be the effect of the treatment on

the quality of self exam for those women who practice BSE under both assignments.

In a randomized experiment with noncompliance, such a causal estimand would

be the effect of the treatment for women who would comply with their treatment

assignment no matter which assignment they would be given and would practice

BSE under both treatment arms.

An additional complication limits our analysis sample. The indicator of previous

BSE practice, Xobs
i1 , is not available for all the women. In principle, missingness of
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background variables is also a covariate because it occurs before randomization. So,

such missingness does not directly create unbalance of subjects between randomized

arms, although it can create loss in efficiency when background covariates are to

be used in the analysis. However, in the Faenza experiment, it seems reasonable

to ignore the missingness of pretreatment variables; so all analyses in this paper

are limited to results for the 615 women who gave complete information on all the

covariates.

4 The Faenza Study as a Broken Randomized Experi-

ment

The above deviations from the study’s protocol clarify that our experiment does

not really randomized attendance in the self-exam course, but that it randomizes

the encouragement, using a letter and a telephone call, to attend the BSE teach-

ing program. As in most encouragement studies, interest here focuses not only on

the effect of encouragement itself, which will depend on what percentage of peo-

ple encouraged would actually partecipate if experiment were to be implemented

more broadly, but also on the effect of the treatment that is being encouraged, here,

attending a “hands-on” training course on BSE techniques. If there were perfect

compliance, so that all those encouraged to attend the BSE training program ac-

tually did so, then the standard intention-to-treat effect on BSE practice, being

estimated typically, and the intention-to-treat effect on quality of self exams prop-

erly adjusted for BSE practice would be attributed to attendance of the course,

rather than simply to the encouragement.

We focus on defining and estimating the causal effects on BSE practice rate and

quality of self-exam execution using a framework for comparing treatments adjusting

for the data complications in our study that yields properly defined causal estimands.

Concerning the BSE practice outcome, we focus on three estimands: (1) the

Intention-To-Treat (ITT) effect, that is, the effect of the randomized encouragement
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on all subjects; (2) the Complier Average Causal Effect (CACE), that is, the effects

of the randomized encouragement on all subjects who would comply with their

treatment assignment no matter which assignment they would be given (here, women

who would have attended the enhanced BSE teaching program if they had been

invited, and would not have had they not invited); and (3) the Never-taker Average

Causal Effect (NACE), that is, the effect of the randomized encouragement on all

subjects who never take the treatment no matter the assignment (here, women who

would not have attended the training course if they had been invited to partecipate in

it). As we will see, these estimands depend on the proportions of subjects belonging

to specific latent groups defined by the compliance behavior and by the value of the

posttreatment variable “BSE practice” under the two treatment arms (BSE practice

behavior).

The causal estimands on BSE quality that we are interested to evaluate are:

(1) the ITT effect for all women who would practice BSE under both assignments;

and (2) the average causal effect for compliers who would practice BSE under both

treatments (CACE on BSE quality). These quantities will be defined more formally

in the next two Sections.

In recent years, there has been substantial progress in the analysis of encour-

agement designs, based on building bridges between statistical and econometric ap-

proaches to causal inference. In particular, the widely accepted approach in statis-

tics to formulating causal questions is in terms of “potential outcomes”. Although

this approach has roots dating back to Neyman and Fisher in the context of per-

fect randomized experiment (Neyman 1923; Rubin 1990), it is generally referred as

Rubin’s Causal Model (Holland, 1986) for work extending the framework to obser-

vational studies (Rubin, 1974, 1977) and including modes of inference other than

randomization-based, in particular, Bayesian (Rubin 1978a, 1990). In economics, the

technique of “Instrumental Variables” (IV), due to Tinbergen (1930) and Haavelmo

(1943), has been a main tool of causal inference in the type of non-randomized

studies prevalent in that field. Angrist, Imbens and Rubin (1996) showed how the
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approaches can be view as completely compatible, that is, how the econometric IV

methods can be interpreted as estimating a well-defined causal effect under the po-

tential outcome approach. In particular, their main result was the interpretation of

the IV technology as a way to approach a randomized experiment that suffers from

noncompliance, such as a randomized encouragement design.

In encouragement designs with compliance as the only uncontrolled factor, and

where there are full outcome data, Imbens and Rubin (1997) extended the Bayesian

approach to causal inference in Rubin (1978a) to handle simple randomized experi-

ments with noncompliance, and Hirano, Imbens, Rubin, and Zhou (2000) extended

further the approach to handle fully observed covariates.

In encouragement designs with more than one partially uncontrolled factor, as

with noncompliance and missing outcomes, defining and estimating treatment effects

of interest is more challenging. Barnard, Frangakis, Hill, and Rubin (2003) developed

a fully Bayesian analysis with the framework of principal stratification (Frangakis

and Rubin 2002) to address complications due to missing background and outcome

data, and noncompliance with the randomly assigned treatment in an encouragement

design.

Principal stratification is a powerful framework for comparing treatments adjust-

ing for posttreatment variables that yields properly defined causal effects. Principal

stratification with respect to a posttreatment variable is a cross-classification of

subjects defined by the joint potential values of that posttreatment variable under

each of the treatments being compared. It generates principal effects, which are

causal effects within a principal stratum. The key property of principal strata is

that they are not affected by treatment assignment and therefore can be used just

as any pretreatment variables. As a result, the central property of principal effects is

that they are always causal effects and do not suffer from complications of standard

posttreatment-adjusted estimands.

As in Barnard, Frangakis, Hill, and Rubin (2003), we use a Bayesian approach

with the framework of principal stratification to address the complications in our
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study. Our principal strata are defined by the potential compliance status and by the

joint potential values of BSE practice under each of the treatment conditions. In each

principal stratum there are respondents and non-respondents. As stated previously,

in our study, willingness to respond of the subjects can be related to both the

compliance behavior and the BSE practice behavior. In principle, reasons for missing

outcomes can be different for subjects who belong to different principal strata, and

also, can be affected by treatment assignment, creating even more disparity between

the type of people being compared. As the results shown by Frangakis and Rubin

(1999) suggest, in such cases the respondent-based estimators are generally biased

for the causal estimands of interest. Using the framework of principal stratification,

we construct a new missing data model that explicitly allows both nonignorable

distribution of units among principal strata and nonignorable nonresponse.

We fully develop a Bayesian framework that yields valid estimates of quantities

of interest and also properly account for our uncertainty about these quantities.

5 Principal Stratification and Role for Causal Inference

In order to address better the complications discuss above, first we introduce “poten-

tial outcomes” (see Rubin, 1979; Holland, 1986) for all the posttreatment variables.

Potential outcomes for any given variable comprise the observable manifestation of

this variable under each of the possible treatment assignments. In particular, if

woman i in the study (i = 1, . . . , N) is to be assigned to treatment z (z = T for new

treatment and z = C for control), we denote the following: Di(z) for the indicator

equal to P if the woman actually attends the training program, and p if she receives

only mailed information on BSE; Si(z) for the BSE practice indicator equal to B

if the woman practices practices BSE and b otherwise; and Yi(z) for the potential

quality outcome, where Yi(z) = H if the woman practice BSE with “high” quality,

that is, whether her quality indicator of posttreatment BSE practice exceeds the de-

signed threshold, and Yi(z) = L if the woman practice BSE with “low” quality, that
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is, whether her BSE quality is lower than the fixed threshold. Lastly, we denote with

Ri(z) the indicator equal to 1 if the woman i responds to the posttest questionnaire,

and 0 otherwise. As noted previously, Yi(z) could take value in the extended set

{L,H} ∪ {∗}, where Yi(z) ∈ {L,H} if Si(z) = B, and Yi(z) = ∗ if Si(z) = b. The

outcomes D, S, Y , and R are called potential outcomes because only one version

of them can ever be observed, the version under the assigned treatment; the other

versions, under the unassigned treatments cannot be observed. Each participant

is randomly assigned to one treatment arm, therefore, if we indicate with Zobs
i the

observed treatment assignment, the observed data are

(
Zobs

i , D(Zobs
i ), R(Zobs

i ), S(Zobs
i ), Y (Zobs

i )
)

i = 1, . . . , N,

which we will denote by (Zobs
i , Dobs

i , Robs
i , Sobs

i , Y obs
i ), i = 1, . . . , N , as suggested in

section 3. In addition, corresponding to each set of these individual-specific random

variables is a boldface variable (vector or matrix) without subscript i, that refers

to the set of these variables across all study participants. In particular, let Zobs =

{Zobs
i , i = 1, . . . , N}, Dobs = {Dobs

i , i = 1, . . . , N}, Robs = {Robs
i , i = 1, . . . , N},

Sobs = {Sobs
i , i = 1, . . . , N}, and Yobs = {Y obs

i , i = 1, . . . , N}. Lastly, let Xobs be

the N×3 matrix with ith row equal to Xobs
i = (Xobs

i1 , Xobs
i2 , Xobs

i3 ), the three observed

background variables previously defined.

The potential outcome Di(T ), that is, the treatment woman i would received

if assigned to the active treatment, is particularly important because it defines the

compliance behavior of each subject. If Di(T ) = P , then woman i is a “complier”;

among these individuals D(Zobs = T ) = P (as observed), and by the structure of

the experimental setting, had they instead been assigned to standard treatment,

D(Zobs = C) = p, by definition. Thus for these units I{Dobs
i = P} = I{Zobs

i = Z},
where I{·} is the indicator function: they always comply with their treatment assign-

ment. In contrast, if Di(T ) = p this individual is a “never-taker”; by the structure

of the experiment she could not select into it if assigned to the standard treatment.

Thus among this subset Di(z) = p, for both z = C and T . For our experimental
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setting, this compliance status Di(T ) can be viewed as a covariate which is observed

only for women with Zobs = T (Angrist et al., 1996); by randomization, however, it

is guaranteed to have the same distribution in both treatment arms. Each of two

strata of people - compliers and never-takers - defined by the compliance status can

be further classified into four groups according to the joint potential values of the

BSE practice variable under each of the treatments being compared: (Si(C), Si(T )).

Thus, within each cell defined by a specific value of the pretreatment variables, the

participants in the trial can be stratified into eight groups according to the joint

value of the potential outcomes (Di(T ), Si(C), Si(T )):

PBB = {i : Di(T ) = P, Si(C) = B, Si(T ) = B} : compliers who would practice BSE

under both treatment arms, which comprise a proportion π(PBB) of all women;

PbB = {i : Di(T ) = P, Si(C) = b, Si(T ) = B} : compliers who would not practice

BSE under control but would practice BSE under treatment, which comprise

a proportion π(PbB) of all women;

PBb = {i : Di(T ) = P, Si(C) = B, Si(T ) = b} : compliers who would practice BSE

under control but would not practice BSE under treatment, which comprise a

proportion π(PBb) of all women;

Pbb = {i : Di(T ) = P, Si(C) = b, Si(T ) = b} : compliers who would practice BSE

under neither treatment arms, which comprise a proportion π(Pbb) of all

women;

pBB = {i : Di(T ) = p, Si(C) = B, Si(T ) = B} : never-takers who would practice

BSE under both treatment arms, which comprise a proportion π(pBB) of all

women;

pbB = {i : Di(T ) = p, Si(C) = b, Si(T ) = B} : never-takers who would not practice

BSE under control but would practice BSE under treatment, which comprise

a proportion π(pbB) of all women;
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Table 2: Principal Stratification and associated pattern for potential outcomes.

Principal Stratum Di(T ) Si(C) Si(T ) Yi(C) Yi(T )

PBB P B B ∈ {L,H} ∈ {L,H}
PbB P b B ∗ ∈ {L,H}
PBb P B b ∈ {L,H} ∗
Pbb P b b ∗ ∗
pBB p B B ∈ {L,H} ∈ {L,H}
pbB p b B ∗ ∈ {L,H}
pBb p B b ∈ {L,H} ∗
pbb p b b ∗ ∗

pBb = {i : Di(T ) = p, Si(C) = B, Si(T ) = b} : never-takers who would practice

BSE under control but would not practice BSE under treatment, which com-

prise a proportion π(pBb) of all women;

pbb = {i : Di(T ) = p, Si(C) = b, Si(T ) = b} : never-takers who would practice BSE

under neither treatment arms, which comprise a proportion π(pbb) of all

women.

This partition of the women is a direct application of the idea of principal stratifi-

cation (Frangakis and Rubin, 2002) using the framework of Rubin’s Causal Model.

For now, we suppose being already within cells defined by pretreatment covariates.

Then, the pattern for potential outcomes associated with each basic principal stra-

tum is shown in Table 2.

In each principal stratum, there are respondents and non-respondents. Specif-

ically, in each of above strata, there will be women who respond under either as-

signment, who respond only if assigned to control but not if assigned to treatment,

who respond if assigned to treatment but not if assigned to control, and who do not

63



respond regardless of assignment. Formally, we could regard the potential response

indicator as another posttreatment variable respect to classify the subjects in the

trial. In such case, we would have 32 principal strata. Thus, in our framework each

stratum is actually union of four strata. For example,

PBB =
⋃

r=0,1

({
i : Di(T ) = P, Ri(C) = r,Ri(T ) = r, Si(C) = B, Si(T ) = B

} ∪

{
i : Di(T ) = P, Ri(C) = r,Ri(T ) = 1− r, Si(C) = B,Si(T ) = B

})
.

This means that the presence of non response implies that our strata comprise dif-

ferent types of people, therefore ignoring the missingness of outcomes would not lead

to properly defined causal estimands. In addition, we know that when compliance

is imperfect and outcomes are not observed for all units, an analysis based only on

complete observations can lead to biased causal estimands (Frangakis and Rubin,

1999). To address these complications, we propose a new missing data model, which

allows us to properly estimate the causal effects of interest using the classification

of participants given above. Our missing data model bases on two key assumptions:

the response exclusion restriction for compliers on the effect of assignment, and the

ignorability of the missing data mechanism with respect to the quality outcome Y

within each principal strata defined by the vector (Di(T ), Si(C), Si(T )).

As stated above, by definition, the quantity Di(T ) is fixed for individual i, and

therefore it is a covariate, the true compliance status covariate (Angrist, Imbens,

and Rubin, 1996; Rubin, 1998), though it is only partially observed in the sample.

The observed posttreatment compliance behavior, Dobs
i , is completely determined

by the values of the covariate Di(T ) and the assignment Zobs
i . Naive attempts to

condition on Dobs
i , the observed treatment received, generally, lead to biased con-

clusions because Dobs
i is not a true covariate. Likewise, the observed BSE practice

indicator Sobs
i encodes characteristics of participants i as well as the treatment as-

signment Zobs
i , so it is not a true covariate. The pair of potential BSE practice

indicator (Si(C), Si(T )), however, is not affected by treatment assignment Zobs
i , so

it only reflects characteristics of subject i, and can be regarded as a covariate.
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It is common practice to adjust for important pretreatment variables in doing

causal inference, and thus, we need to adjust for the potentially important covariate

- the principal strata. If such adjustment is not made, since we assume that we

are already within cells defined by pretreatment variables, an implicit assumption is

that, given these pretreatment variables, the principal strata do not give additional

information about the characteristics of the participants. Thus there is exchange-

ability within each treatment arm for the group who attends the self-exam course

and practices BSE, the group who attends the self-exams course but does not prac-

tice BSE, the group who does not attend the self-exam course and practices BSE,

and the group who neither attends the self-exam course nor practices BSE. In other

words, it is assumed that conditional on pretreatment variables, in each treatment

arm, which principal stratum a person belongs to is equivalent to the outcome from

choosing at random a ball in a large urn filled with eight identical balls numbered

from 1 to 8. Such assumption is often invalid, since we surely have reason to believe

that each latent group has different awareness of the risk of breast cancer, and prob-

ably lands on different points on the scale of potential ability, even if it is observed

to have pretreatment variables similar to the other groups.

Principal stratification gives us a formal perspective on why a standard direct

comparison between the distributions

Pr
(
Y obs

i | Zobs
i = C, Sobs

i = B,Xobs
i = xi

)

and

Pr
(
Y obs

i | Zobs
i = T, Sobs

i = B,Xobs
i = xi

)

which compares quality outcomes under standard versus new treatment for subjects

who practices BSE, given the pretreatment variables is misleading for inferences

about the causal effects on quality of BSE practice. The reason is that the groups

{i : Zobs
i = C, Sobs

i = B,Xobs
i = x} and {i : Zobs

i = T, Sobs
i = B,Xobs

i = x}
could involve different combination of principal strata, and thus might be different

groups of people. For example, if either PbB group or pbB group exists, within cells
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defined by pretreatment covariates, the group of subjects who get posttreatment

value Sobs
i = B under control is a combination of the principal strata PBB, PBb

pBB, and pBb; in contrast the group of subjects who get posttreatment value Sobs
i =

B under treatment is a mixture of the principal strata PBB, PbB pBB, and pbB.

The idea underlying principal stratification is to propose a framework for ad-

justing for posttreatment variables, which always generates causal effects because it

always compares potential outcomes for a common set of people. Recall that princi-

pal strata have two important properties. First, they are not affected by assignment.

Second, comparisons of potential outcomes under different assignment within prin-

cipal strata, called principal effects, are well defined causal effects (Frangakis and

Rubin, 2002). These properties make principal stratification a powerful framework

for evaluation because it allows us (a) to define explicitly estimands that better

represent the effect of treatment, and (b) to explore richer and explicit sets of as-

sumptions that allow estimation of these effects under more plausible than standard

conditions.

In our study, the most meaningful inferences about the effect of assignment on Y

can be drawn for the PBB group and the pBB group, since Yi(C) and Yi(T ) are both

clearly defined only for these groups. Thus, the primary causal effects on quality of

BSE practice are formally defined by

ITT(PBB) = E
(
Yi(T )− Yi(T ) | i ∈ PBB

)

and

ITT(pBB) = E
(
Yi(T )− Yi(T ) | i ∈ pBB

)
,

that is, the ITT effects of Z on Y for compliers and never-takers, respectively, who

would practice BSE under both treatment arms. These estimands focus on the causal

effect of assignment of treatment rather than the causal effect of receipt of treatment.

Here, we are also interesting in the causal effect of treatment. Since never-takers

are never observed exposed to the new treatment, it is only for compliers that we

can hope to learn anything about the effect of the new treatment, so we focus on
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the ITT effect for the PBB group. Even for this subpopulation, however, inferring

causal effects is controversial. We will discuss this further in section 7.

6 Observed Gruops

Unfortunately, we cannot directly observe the principal strata for the participants.

In our experimental setting, for women assigned to the active treatment we can

observe the compliance behavior, though we cannot observe the value of the BSE

practice indicator under the unassigned standard treatment. Therefore, in the treat-

ment arm, we can observe the following groups:

OBS(T, P, 1, B) =
{
i : Zobs

i = T, Dobs
i = P, Robs

i = 1, Sobs
i = B

}
: compliers who are

assigned to treatment, respond, and practice BSE;

OBS(T, P, 1, b) =
{
i : Zobs

i = T, Dobs
i = P, Robs

i = 1, Sobs
i = b

}
: compliers who are

assigned to treatment, respond, but do not practice BSE;

OBS(T, p, 1, B) =
{
i : Zobs

i = T, Dobs
i = p,Robs

i = 1, Sobs
i = B

}
: never-takers who

are assigned to treatment, respond, and practice BSE;

OBS(T, p, 1, b) =
{
i : Zobs

i = T, Dobs
i = p,Robs

i = 1, Sobs
i = b

}
: never-takers who are

assigned to treatment, respond, but do not practice BSE;

OBS(T, P, 0, ?) =
{
i : Zobs

i = T, Dobs
i = P, Robs

i = 0, Sobs
i =?

}
: compliers who are

assigned to treatment and do not respond;

OBS(T, p, 0, ?) =
{
i : Zobs

i = T, Dobs
i = p,Robs

i = 0, Sobs
i =?

}
: never-takers who are

assigned to treatment and do not respond.

As the compliance status is only observed for women who are assigned to the new

treatment, the observed group of women assigned to control in general comprises a

mixture of compliers (Di(T ) = P ) and never-takers (Di(T ) = p). Therefore, what

we can observe in the control arm are the following three groups:
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Table 3: Group classification based on observed data OBS(Zobs, Dobs, Robs, Sobs)
and associated data pattern and possible latent principal strata (?=data missing).

Observed Group Latent Group
OBS(Zobs, Dobs, Robs, Sobs) Zobs

i Dobs
i Robs

i Sobs
i Gi

OBS(T, P, 1, B) T P 1 B PBB PbB

OBS(T, P, 1, b) T P 1 b PBb Pbb

OBS(T, P, 0, ?) T P 0 ? PBB PbB PBb Pbb

OBS(T, p, 1, B) T p 1 B pBB pbB

OBS(T, p, 1, b) T p 1 b pBb pbb

OBS(T, p, 0, ?) T p 0 ? pBB pbB pBb pbb

OBS(C, p, 1, B) C p 1 B PBB PbB pBB pbB

OBS(C, p, 1, b) C p 1 b PbB Pbb pbB pbb

OBS(C, p, 0, ?) C p 0 ?
PBB
pBB

PbB
pbB

PBb
pBb

Pbb
pbb

OBS(C, p, 1, B) =
{
i : Zobs

i = C,Dobs
i = p,Robs

i = 1, Sobs
i = B

}
: women (mixture of

compliers and never-takers) who are assigned to control, respond, and practice

BSE;

OBS(C, p, 1, b) =
{
i : Zobs

i = C, Dobs
i = p,Robs

i = 1, Sobs
i = B

}
: women (mixture of

compliers and never-takers) who are assigned to control, respond, but do not

practice BSE;

OBS(C, p, 0, ?) =
{
i : Zobs

i = C, Dobs
i = p,Robs

i = 0, Sobs
i =?

}
: women (mixture of

compliers and never-takers) who are assigned to control, and do not respond.

Each woman is observed to fall into one of these groups, but also belongs to

a latent (unobserved) principal stratum. Let Gi represent the latent principal
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stratum indicator for subject i. The N -dimensional vector of Gi’s will be de-

noted by G. If all eight principal strata exist, that is, if π(g) > 0, for each g ∈
{PBB,PbB, PBb, Pbb, pBB,pbB,pBb,pbb}, each observed group OBS(Zobs, Dobs,

Robs, Sobs) would be a mixture of two or more principal strata. For example,

OBS(T, P, 1, B) would be a mixture of the PBB group and the PbB group, and

OBS(C, p, 1, B) would be a mixture of four principal strata: PBB, PBb, pBB, and

pBb. The data pattern and the latent principal strata associated with each observed

group are shown in Table 3.

7 Structural Assumptions

First we state explicitly our assumptions about the data with regard to causal pro-

cesses, the missing data mechanism, the compliance structure, and the BSE practice

behavior. These assumptions are expressed without reference to a particular para-

metric distribution.

7.1 SUTVA

A standard assumption made in causal analysis is the Stable Unit Treatment Value

Assumption (SUTVA), formalized with potential outcomes by Rubin (1978a, 1980,

1990). SUTVA combines the no-interference assumption (Cox, 1958) that one unit’s

treatment assignment does not affect another unit’s outcomes with the assumption

that there are “no versions of treatments”. For no-interference to hold, whether

or not one woman was invited to attend the “hand-on” training course on BSE

techniques should not affect another woman’s outcomes such as her compliance

behavior, her choice to practice BSE or her quality of self-exam execution. We expect

our results to be robust to the types and degree of deviations from no interference

that might be anticipated in this study. To satisfy the “no versions of treatments”,

we need to limit the definition of BSE training program to those performed in our
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experiment. Generalizability of results to other methods for teaching breast self-

exam techniques would have to be judged separately.

7.2 Ignorability of Treatment Assignment

The study design of the Faenza randomized trial implies

Assumption 1. (Ignorability of Treatment Assignment)

Pr
(
Zi | Di(T ), Si(C), Si(T ), Ri(C), Ri(T ), Yi(C), Yi(T ),Xobs

i , θ
)

= Pr
(
Zi | Xobs

i , θ
)

= Pr
(
Zi | Xobs

i

)
,

where θ is generic notation for the parameters governing the distribution of all the

variables. There is no dependence on θ because there are no unknown parameters

controlling the treatment assignment mechanism. Participants in the study were

randomly assigned to either the new teaching treatment or to the standard treatment

group, and the randomization probabilities within cells defined by pretreatment

variables are known.

7.3 Monotonicity Assumptions

We impose two monotonicity assumptions which rule out the existence of two prin-

cipal strata. These assumptions are based on the idea that the treatment or the

control could be at least neutral on BSE practice rate for specific subpopulations.

We distinguish two components of our monotonicity assumption: one for com-

pliers and one for never-takers. In the first component we assume that there is no

PBb group, namely, no woman who complies with her assignment, would practice

BSE under control but would not practice BSE under treatment. This monotonicity

assumption can be formally expressed as

Assumption 2. (Monotonicity for Compliers)

For all compliers (Di(T ) = P ),

I{Si(T ) = B} ≥ I{Si(C) = B}.
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In the second component of the monotonicity assumption we assume that there

is no pbB group, namely, no woman who never complies with her assignment, would

not practice BSE under control, but would practice BSE under treatment. Formally,

Assumption 3. (Monotonicity for Never-Takers)

For all never-takers (Di(T ) = p),

I{Si(T ) = B} ≤ I{Si(C) = B}.

These two assumptions imply that the BSE practice indicator as function of of the

assignment indicator, I{Zi = T}, is monotonous nondecreasing within the subpop-

ulations of compliers, and monotonous noncreasing within the subpopulations of

never-takers.

The monotonicity assumptions, 2 and 3, formalize the notion that being invited

to partecipate to the new BSE teaching program could improve BSE practice rate for

compliers, but worsen it for never-takers. This idea arises from preliminary analyses,

which suggest that in our study the intention-to-treat effects on BSE practice for

compliers and never-takers could be both nonzero, and have different sign. In such

analyses, we focused on the ITT effects on BSE practice without considering the

quality of self-exam execution, and we investigated the consequences of an econo-

metric exclusion restriction, that rules out for the subpopulation of never-takers, for

whom there is no effect of assignment on receipt of treatment, any systematic effect

of assignment on BSE practice. As we can see in Table 4, our analyses suggested

that this econometric exclusion restriction could be questionable for the Faenza ex-

periment. We did not find a strong evidence against this assumption; in any case the

course did not seem to have a significant effect on BSE practice for compliers. How-

ever, relaxing the exclusion restriction led to more plausible ITT effects: we found

a small and not much significant positive for compliers, and a quite strong, though

insignificant, negative effect for never-takers. In addition, examining the joint dis-

tribution of the two ITT effects, they appeared somewhat negatively correlated (see

Figure 1).
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Table 4: Intention-To-Treat analysis on BSE practice using weakly identified
models(∗) - Summary statistics of posterior distribution.

BSE practice
Excl. Rest. Never-Takers

Estimand Yes No
Mean s.d. Mean s.d.

ITT for Compliers -0.040 (0.050) 0.058 (0.117)
ITT for Never-Takers 0 0 -0.179 (0.228)
Global ITT -0.022 (0.028) -0.047 (0.048)

(∗) There are two key feature of these models: we imposed the missing data model developed by

Mealli et al. (2004), which bases on two assumptions, namely, “latent ignorability”, and “response

exclusion restriction for compliers”, and we used a proper prior distribution with a simple coniugate

form.

We could also formulate the two monotonicity assumptions the other way around,

that is, we could assume that there are nor PbB group or pBb group, but these

assumptions seem be very unlikely in our experimental setting.

In our study, the monotonicity assumption seems more plausible for compliers

than for never-takers. Compliers are women who follow the protocol in their as-

signment. If the PBb group exists, by definion, the ITT effect on BSE practice for

this subpopulation of compliers is negative, but it is difficult to understand why a

program designed to encourage BSE would have a negative effect among compliers.

Our monotonicity assumption for compliers implies that there is a non negative ITT

effect on BSE practice for all the compliers.

Never-takers, on the other hand, would not attend the BSE teaching course when

assigned to the new treatment. Our preliminary analyses suggested that probably

there is a some effect of the assignment on BSE practice for this type of units;

however, it is hard to make reasonable assumptions on such ITT effect. In other

words, it is not implausible that there are pbB groups, that is, never-takers who
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Figure 1: Simulation scatterplot of the joint posterior distribution of ITT effects on
BSE practice for compliers (ITTc) and never-takers (ITTn).

would practice BSE under treatment but would not practice it under control.

In principle, both the PBb groups and the pbB groups could exist, therefore

assessment of the monotonicity assumptions is crucial for any sensible inference

based on them. We will discuss this issue further in section 10.

As we can see from Table 5, under the two monotonicity assumptions, the data

pattern and the latent group associated with each observed group gets easier: some

principal strata, such as the Pbb group and the pBB group, can be directly ob-

served. However, it should be noted that without any additional assumption, this

simplification does not help to identify the proportions of women belonging to each

principal stratum. Despite the two monotonicity assumptions, the most of observed

groups are still a mixture of two or more principal strata, and so their observed
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Table 5: Group classification based on observed data OBS(Zobs, Dobs, Robs, Sobs)
and associated data pattern and possible latent principal strata under the mono-
tonicity assumptions for compliers (assumption 2) and never-takers (assump-
tion 3).(?=data missing).

Observed Group Latent Group
OBS(Zobs, Dobs, Robs, Sobs) Zobs

i Dobs
i Robs

i Sobs
i Gi

OBS(T, P, 1, B) T P 1 B PBB PbB

OBS(T, P, 1, b) T P 1 b Pbb

OBS(T, P, 0, ?) T P 0 ? PBB PbB Pbb

OBS(T, p, 1, B) T p 1 B pBB

OBS(T, p, 1, b) T p 1 b pBb pbb

OBS(T, p, 0, ?) T p 0 ? pBB pBb pbb

OBS(C, p, 1, B) C p 1 B PBB pBB pbB

OBS(C, p, 1, b) C p 1 b PbB Pbb pbb

OBS(C, p, 0, ?) C p 0 ?
PBB
pBB

PbB
pBb

Pbb
pbb

distributions are a mixture of two or more distributions.

Our monotonicity assumptions are analogous to that typically exploited in In-

strumental Variables (IV) analysis. Similar to monotonicity assumption in Angrist et

al. (1996), the two monotonicity assumptions here rule out specific “defier” groups.

However, in Angrist et al. (1996), the monotonicity assumption was imposed on

the compliance behavior in a experimental setting where all the units had access

to the active treatment. Since it is difficult to think of someone who would always

go against treatment assignment, that is, taking the control when assigned to the

treatment, while taking the treatment when assigned to control, the monotonicity of

compliance appears very plausible in many applications of encouragement designs.

In our application, defiers with respect to assignment do not exist by definition,
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as women assigned to the standard treatment had not access to the BSE training

course. In our study, the monotonicity assumptions concern the BSE practice be-

havior and appear less based because it is plausible that all the principal strata

exist. We will focus on assessing the sensitivity on inference to these assumptions

and evaluating the influence of the model using Bayesian posterior predictive checks

(section 10).

7.4 Exclusion Restrictions

In order to address complications because the principal strata are not directly ob-

served, we impose two additional assumptions: two exclusion restrictions on the

effect of assignment.

The former assumes that within subpopulations of never-takers who would prac-

tice BSE under both assignments, and with the same value of the pretreatment

covariates, the distributions of the two potential quality outcomes Yi(C) and Yi(T )

are the same:

Assumption 4. (Stochastic Quality Outcome Exclusion Restriction for

the pBB Group)

Pr
(
Yi(T ) = H | Di(T ) = p, Si(C) = B, Si(T ) = B,Xi

)

= Pr
(
Yi(C) = H | Di(T ) = p, Si(C) = B,Si(T ) = B,Xi

)
.

In the pBB group there are women who never comply with their assignment and

practice BSE under both treatment and control. Since for this type of units the

treatment actually received and the BSE behavior would be the same no matter

what their assignment, the intervention of assignment within this study is arguably

of little relevance to this group. Consequently, assumption 4 asserts that for never-

takers who practice BSE under both treatment and control there is no effect of

assignment on their potential quality outcome Yi(z).

Assumption 4 is closely related to “exclusion restriction” assumptions in the tra-

ditional instrumental variables approach (Durbin, 1954; Goldberger, 1972; Angrist
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et al., 1996), which concern noncompliers. In our study, the exclusion restriction ap-

plies to a specific subpopulations of noncompliers, never-takers who would practice

BSE under both treatment and control.

As stated previously, the intention-to-treat comparison on BSE quality makes

sense only for women who practice the self exams under both assignments. In

our study, this group of women is a mixture of PBB and pBB principal strata;

therefore, the ITT effect on Y for women practicing BSE under both assignments,

say ITT(BB), can be defined as the weighted average of ITT effects across these two

groups:

ITT(BB) = π(PBB)× ITT(PBB) + π(pBB)× ITT(pBB).

The quality outcome exclusion restriction for the pBB group implies that ITT(pBB)

= 0, and thus it formalizes the notion that any ITT effect of assignment on quality

of BSE practice should be mediated by an effect of assignment on the treatment

received. Moreover, the PBB principal stratum is the only group of women who

would attend the enhanced BSE teaching course if and only if encouraged. This

implies that, in our experimental setting, the ITT effect for compliers who would

practice BSE under both treatment arms, ITT(PBB), is the only intention-to-treat

effect that potentially addresses the causal effect of the receipt of the enhanced treat-

ment, because it compares outcomes under the new treatment with those under the

standard one. At least in this study, and especially under the exclusion restric-

tion requiring that for the pBB groups there is no direct effect of the assignment

on quality outcome, it seems plausible to attribute the effect of assignment for the

PBB group to the effect of the receipt the treatment.

Since in our study complications due to noncompliance and missing outcomes

are both present, compliance behavior and response behavior have to be jointly

taken in account and modeled in some principled way. To address these issues,

we introduce a new missing data model that is specially suited in the context of
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randomized designs where treatment comparisons should be adjusted for noncom-

pliance and another intermediate outcome. Our missing data model is based on two

assumptions; one of these is a particular type of exclusion restriction which assumes

that within subpopulatons of compliers with the same value of the pretreatment

variables and the same vector (Si(C), Si(T )), the distributions of the two potential

response indicators Ri(C) and Ri(T ) are the same:

Assumption 5. (Stochastic Response Exclusion Restriction for Compli-

ers)

Pr
(
Ri(T ) = 1 | Di(T ) = P, Si(C), Si(T ),Xi

)

= Pr
(
Ri(C) = 1 | Di(T ) = P, Si(C), Si(T ),Xi

)
.

This assumption implies that compliers (Di(T ) = P ) have the same response be-

havior irrespective of the treatment arm they are assigned to, given the partially

observed covariate (Si(C), Si(T )) and the pretreatment variables. As compliers are

willing to follow the protocol in their assigned treatment, it seems plausible that

they would not be affected in their response behavior by that assignment.

7.5 Latent Ignorability

The other key assumption of our missing data model imposes that potential out-

comes on quality are independent of missingness given pretreatment variables con-

ditional on the principal strata defined by the covariates Di(T ) and (Si(C), Si(T ));

formally

Assumption 6. (Latent Ignorability) Potential quality outcomes and potential

nonresponse indicators are independent within principal strata:

(a) when assigned standard treatment

Pr
(
Yi(C) | Di(T ), Si(C) = B, Si(T ), Ri(C),Xi

)

= Pr
(
Yi(C) | Di(T ), Si(C) = B, Si(T ),Xi

)
;
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(b) when assigned new treatment

Pr
(
Yi(T ) | Di(T ), Si(C), Si(T ) = B, Ri(T ),Xi

)

= Pr
(
Yi(T ) | Di(T ), Si(C), Si(T ) = B,Xi

)
.

This assumption represents a form of Latent Ignorability (LI) (Frangakis and Rubin,

1999) in that it conditions on variables that are (at least partially) unobserved

or latent, here, principal strata defined by the vector (Di(T ), Si(C), Si(T )). This

assumption requires that potential BSE quality indicators and associated potential

nonresponse indicators are independent within the PBB and pBB principal strata of

the same pretreatment assignment levels. In addition, LI imposes that Y and R are

independent within the pBb groups when assigned standard treatment, and within

the PbB groups when assigned new treatment. Recall that Yi(z) = ∗ almost sure

for women who would not practice BSE when assigned to treatment z, so we do not

consider LI when BSE quality is not defined on the usual sample space.

Since our study is a randomized experiment, LI implies that

Pr
(
Ri, Yi | Di(T ), Si(Zi) = B, Si(Zc

i ), Zi,Xi

)

= Pr
(
Ri | Di(T ), Si(Zi) = B, Si(Zc

i ), Zi,Xi

)
Pr

(
Yi | Di(T ), Si(Zi) = B,Si(Zc

i ), Zi,Xi

)
,

where Zc
i = C if Zi = T and Zc

i = T if Zi = C. This means that, if principal

strata were observed for all subjects and the parameters of missing data process are

distinct from those of the outcome distribution, the missing data process would be

ignorable. But because principal strata are only partially observed, the missing data

mechanism is in fact nonignorable, also under the response exclusion restriction for

compliers defined in section 7.4.

We make the latent ignorability assumption here, first because it is more plausible

than the assumption of standard ignorability (SI) (Rubin, 1978a; Little and Rubin,

1987) and second, because making it leads to different likelihood inference.

LI is more plausible than SI to the extend that it provides a closer approxima-

tion to the missing data mechanism. The intuition behind this assumption in our
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study is that, for a subgroup of people with the same values of covariates, and the

same principal stratum, a flip of a coin could determine which of these individu-

als shows up for the posttest questionnaire. This is a more reasonable assumption

than standard ignorability because it seems quite likely that each principal stra-

tum would exhibit a different attendance behavior for posttest questionnaire, even

conditional on the other background variables. Our LI assumption arises from the

combination of two ideas. First, it is widely supported by the literature for non-

compliance (see, for example, The Coronary Drug Project Research Group, 1980)

that the compliance status D(T ) is a strong factor in outcome missingness, even

when other covariates are included in the model, therefore assuming that compliers

and never-takers have a different response behavior appears quite plausible. Explo-

rations of raw data from our study across individuals with known compliance status

provide empirical support that D(T ) may be related to the willingness to respond

of the subjects (see Table 1). Second, it seems likely that within subpopulations

defined by the compliance covariate D(T ), response rates significantly differ among

women who would practice BSE under either assignment, who would practice BSE

only if assigned to control but not if assigned to treatment, who would practice BSE

if assigned to treatment but not if assigned to control, and who not practice BSE

regardless of assignment.

Regarding improved estimation, when LI and the preceding structural assump-

tions hold but the likelihood is constructed assuming SI, the posterior distribution

of the underlying causal effects converges to the truth with increasing sample size if

the additional assumption is made that, within subclasses of subjects with similar

observed variables, the partially missing principal stratum G is not associated with

potential outcomes. However, as noted previously, this assumption is not plausible.

7.6 Additional Assumptions

For never-takers, the treatment actually received would be the same no matter

what their treatment assignment, namely, these women would not attend the BSE
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teaching course in any case. Since our study lacks a comparable set-up in the

standard treatment, i.e., no blind placebo-like setting that allows those assigned to

the standard treatment to display their complier status along with their response

distribution, never-takers who were assigned to the new treatment and declined par-

ticipation might easily lower their subsequent response probability. In comparison to

those never-takers receiving the standard treatment, their explicit refusal to comply

with the assigned (active) treatment may plausible induce them to refuse to respond

in the posttest questionnaire as well. This suggests that never-takers could be af-

fected in their response behavior by the treatment assignment. On another hand,

since never-takers would not attend the enhanced BSE teaching course no matter

what their assignment, it seems that these women do not regard the risk of breast

cancer as high enough, so it might be reasonable to assume that the willingness

to respond of these women is not related to latent covariate defined by the vector

(S(C), S(T )). Thus assumption 7 comes into play

Assumption 7.

Pr
(
Ri(Zi) = 1 | Di(T ) = p, Si(C), Si(T ),Xi

)
= Pr

(
Ri(Zi) = 1 | Di(T ) = p,Xi

)
.

This assumption implies that never-takers have the same response behavior irre-

spective of their BSE practice behavior, given pretreatment variables conditional on

the treatment assignment, thus that

Pr
(
Si(C), Si(T ), | Di(T ) = p,Xi

)
Pr

(
Ri | Zi, Di(T ) = p, Si(C), Si(T ),Xi

)

= Pr
(
Si(C), Si(T ) | Di(T ) = p,Xi

)
Pr

(
Ri | Zi, Di(T ) = p,Xi

)
.

Assumption 7 is not directly testable and could be questionable. In our exper-

imental context, it is plausible that the response rates differ among the subpopu-

lations of never-takers defined by the partially unobserved covariate (S(C), S(T )).

Assessment of assumption 7 is thus crucial for any sensible inference based on it. In

particular, we should assess if this assumption is only a way to simplify the infer-

ential task, given the relatively small sample size, or it could be actually plausible.
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We will discuss this further in section 10.

Finally, we consider two stochastic dominance assumptions which rank the self-

examination skills among compliers. These assumptions are an extension of the

ranked ability assumption proposed by Zhang (2002) and Zhang and Rubin (2004)

in the context of a randomized experiment with perfect compliance where treatment

comparisons should be only adjusted for one posttreatment variable.

We distinguish two components of our stochastic dominance assumption. In the

first component we assume that when assignment to treatment, the proportion of

women who practice BSE with high quality in the PBB principal stratum is no less

that in the PbB principal stratum:

Assumption 8. (Stochastic Dominance of the PBB Group over the PbB

Group)

Pr
(
Yi(T ) = H | Di(T ) = P, Si(C) = B, Si(T ) = B,Xi

)

≥ Pr
(
Yi(T ) = H | Di(T ) = P, Si(C) = b, Si(T ) = B,Xi

)
.

In the second component of the stochastic dominance assumption we assume

that when assigned to standard treatment the proportion of women who practice

BSE with high quality in the PBB principal stratum is no less that in the PBb

principal stratum:

Assumption 9. (Stochastic Dominance of the PBB Group over the PBb

Group)

Pr
(
Yi(C) = H | Di(T ) = P, Si(C) = B,Si(T ) = B,Xi

)

≥ Pr
(
Yi(C) = H | Di(T ) = P, Si(C) = B,Si(T ) = b,Xi

)
.

These two assumptions formalize the notion that the PBB group is more capable

or has higher motivation than either the PbB group or the PBb group; the PBB

group would practice BSE under either treatment arm, whereas the PbB group or

the PBb group would practice the self exam under only one treatment arm. Since
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we impose the monotonicity assumption for compliers, the second component of the

stochastic dominance assumption is obviously satisfied, being π(PBb) = 0; so we

actually consider only assumption 8. This seems to be plausible, because ability or

motivation might tend to be positively correlated with BSE quality for women who

comply with their assignment.1

In the next section, we present the model we used to obtain our inferential

results. Recall that a model has the role of assisting, not creating, inference in the

sense that results should be robust to different parametric specifications (Frangakis

and Rubin, 2001 - rejoinder).

8 Parametric Pattern Mixture Model

Generally speaking, constrained estimation of separate analyses within missing data

patterns is the motivation behind pattern mixture modeling. A variety of authors

use pattern mixture model approaches to missing data including Little (1993, 1996),

Rubin (1978b), Glynn, Laird, and Rubin (1993). Typically pattern mixture mod-

els partition the data with respect to the missingness of the variables. Here, we

partition the data with respect to principal strata defined by the latent vector

(D(T ), S(C), S(T )), as well as the pretreatment variables X. This represents a

partial pattern mixture model approach. One argument for this approach is that

it focuses the model on the quantities of interest, in such a way that parametric

specifications for the marginal distributions of X can be ignored.

To capitalize on the structural assumptions, consider the factorization of the

joint distribution for the potential outcomes and principal strata conditional on the

covariates:
1We did not impose this assumption a-priori, but we regarded it as possibly controversial, and

we investigated its consequences in some detail. Because we found similar results from models with
and without assumption 8, we decided to impose it in the final model (details on this sensitivity
analysis are omitted).
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Pr
(
Di(T ), Si(C), Si(T ), Ri(C), Ri(T ), Yi(C), Yi(T ) | Xobs

i ; θ
)

= Pr
(
Di(T ), Si(C), Si(T ) | Xobs

i ; θG
)

× Pr
(
Ri(C), Ri(T ) | Di(T ), Si(C), Si(T ),Xobs

i ; θR
)

× Pr
(
Yi(C), Yi(T ) | Di(T ), Si(C), Si(T ),Xobs

i ; θY
)
,

where the last product on the right follows by latent ignorability, and θ = (θG, θR,

θY )′. In our experimental setting, it is also useful to factorize the conditional prin-

cipal stratum distribution as

Pr
(
Di(T ), Si(C), Si(T ) | Xobs

i ; θG
)

= Pr
(
Di(T ) | Xobs

i ; θD(T )
)× Pr

(
Si(C), Si(T ) | Di(T ),Xobs

i ; θS
)
,

where θG = (θD(T ), θS)′; Pr(Di(T ) | Xobs
i , θD(T )) is the compliance principal stratum

distribution conditional on the covariates; and Pr(Si(C), Si(T ) | Di(T ),Xobs
i , θS) is

the joint distribution of the intermediate potential outcomes Si(C) and Si(T ) given

the compliance status Di(T ) and the pretreatment variables Xobs
i . In such a way, we

have to model four things: the conditional distribution of the compliance variable

D(T ) given the pretreatment variables Xobs; the joint conditional distribution of

the intermediate potential outcomes S(C) and S(T ) given Xobs and D(T ); the

conditional distribution of the potential response indicator R given the covariates

Xobs and the principal stratum variable G defined by the vector (D(T ), S(C), S(T )),

and the conditional distribution of the quality potential outcome Y , also given Xobs,

and G.

In our experimental setting the compliance covariate is dichotomous, therefore

we assume that its distribution has a logistic regression form:

π
D(T )
i = Pr

(
Di(T ) = P | Xobs

i = xi; α
)

=
exp(α0 + α′1xi)

1 + exp(α0 + α′1xi)
.

In the general model, which does not impose the monotonicity assumptions 2

and 3, compliers and never-takers can be respectively classified into four groups

83



according to the combination of the potential BSE practice indicators: BB - those

who would practice BSE under both treatment arms; bB - those who would not

practice BSE under control, but practice under treatment; Bb - those who would

practice BSE under control but not under treatment; and bb - those who would

practice BSE under neither treatment arms. The monotonicity assumptions 2 and 3

eliminate two groups: the Bb group among compliers and the bB group among never-

takers. Then, given the compliance status D(T ), we can model the probabilities of

belonging to one of the remaining three groups defined by the vector (S(C), S(T ))

using a multinomial logit. Specifically, we assume that the joint distribution of the

potential outcomes S(C) and S(T ) conditional on D(T ) = P , given the pretreatment

variables Xobs, has the following form:

πBB
i (P ) = Pr

(
Si(C) = B,Si(T ) = B | Di(T ) = P,Xobs

i = xi; γP

)
,

πbB
i (P ) = Pr

(
Si(C) = b, Si(T ) = B | Di(T ) = P,Xobs

i = xi; γP

)
,

πbb
i (P ) = Pr

(
Si(C) = b, Si(T ) = b | Di(T ) = P,Xobs

i = xi; γP

)
,

where γP = (γBB
P , γbB

P , γbb
P ), and for sCsT ∈ {BB, bB, bb} we have

πsCsT
i (P ) =

exp(γsCsT
0P + γ

sCs′T
1P xi)

exp(γBB
0P + γBB′

1P xi) + exp(γbB
0P + γbB′

1P xi) + exp(γbb
0P + γbb′

1Pxi)
.

We normalize these probabilities by setting γBB
P equal to a vector of zeros. Similarly,

for the conditional distribution Pr(Si(C), Si(T ) | Di(T ) = p,Xobs
i = xi; θS) we use

the following multinomial logit model:

πBB
i (p) = Pr

(
Si(C) = B, Si(T ) = B | Di(T ) = p,Xobs

i = xi; γp

)
,

πBb
i (p) = Pr

(
Si(C) = B, Si(T ) = b | Di(T ) = p,Xobs

i = xi; γp

)
,

πbb
i (p) = Pr

(
Si(C) = b, Si(T ) = b | Di(T ) = p,Xobs

i = xi; γp

)
,

where γp = (γBB
p , γBb

p , γbb
p ), and for sCsT ∈ {BB, Bb, bb} we have

πsCsT
i (p) =

exp(γsCsT
0p + γ

sCs′T
1p xi)

exp(γBB
0p + γBB′

1p xi) + exp(γBb
0p + γBb′

1p xi) + exp(γbb
0p + γbb′

1p xi)
.
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As before, we take the BB group as the baseline group by setting γBB
p = 0.

The potential BSE quality indicators, Y , (when they exist) are dichotomous,

therefore we assume that their distributions take the form of logistic regressions.

Recall that quality of BSE practice is defined only for women who practice the self

exams, namely, under the two monotonicity assumptions 2 and 3, for the PBB and

the pBB principal strata no matter the assignment, for the PbB group when assigned

to treatment, and for the pBb group when assigned to control. Thus, we have six

quality distributions:

πY
iz(PBB) = Pr

(
Yi = H | Zi = zi, Gi = PBB,Xobs

i = xi; δz(PBB)
)

=
exp(δ0z(PBB) + δ1z(PBB)′xi)

1 + exp(δ0z(PBB) + δ1z(PBB)′xi)
, zi = C, T ;

πY
iz(pBB) = Pr

(
Yi = H | Zi = zi, Gi = pBB,Xobs

i = xi; δz(pBB)
)

=
exp(δ0z(pBB) + δ1z(pBB)′xi)

1 + exp(δ0z(pBB) + δ1z(pBB)′xi)
, zi = C, T ;

πY
iT (PbB) = Pr

(
Yi = H | Zi = T,Gi = PbB,Xobs

i = xi; δT (PbB)
)

=
exp(δ0T (PbB) + δ1T (PbB)′xi)

1 + exp(δ0T (PbB) + δ1T (PbB)′xi)
;

and

πY
iC(pBb) = Pr

(
Yi = H | Zi = C, Gi = pBb,Xobs

i = xi; δC(pBb)
)

=
exp(δ0C(pBb) + δ1C(pBb)′xi)

1 + exp(δ0C(pBb) + δ1C(pBb)′xi)
.

Here, Yi(C) and Yi(T ), when both of them exist, are assumed conditionally inde-

pendent, an assumption which has no effect on inference for our super-population

parameters of interest (Rubin, 1978a).

Finally, we also use a logit model for the potential response indicators R:

πR
iz(g) = Pr

(
Ri = 1 | Zi = zi, Gi = g,Xobs

i = xi;βz(g)
)

=
exp(β0z(g) + β1z(g)′xi)

1 + exp(β0z(g) + β1z(g)′xi)
,
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for z = C, T and g ∈ {PBB, PbB, Pbb,pBB, pBb, pbb}. Using the same justification

as for the potential outcomes Y (C) and Y (T ), we assume that Ri(C) and Ri(T ) are

conditionally independent.

Consider the complete-data likelihood function, based on observing Zobs, Dobs,

Robs, Sobs, Yobs, and Xobs as well as the vector of principal stratum indicators G.

Under the monotonicity assumptions 2 and 3, and the latent ignorability assump-

tion 6 the complete-data likelihood function is

Lcomp

(
θ | Zobs,Dobs,Robs,Sobs,Yobs,Xobs,G

)
=

∏

i∈PBB

πP
i πBB

i (P )

((
πR

iC(PBB)
(
πY

iC(PBB)
)I{Y obs

i =H}(1− πY
iC(PBB)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iC(PBB)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (PBB)
(
πY

iT (PBB)
)I{Y obs

i =H}(1− πY
iT (PBB)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iT (PBB)
)I{Robs

i =0}
)I{Zobs

i =T}

×
∏

i∈PbB

πP
i πbB

i (P )

((
πR

iC(PbB)
)I{Robs

i =1}(
1− πR

iC(pbB)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (PbB)
(
πY

iT (PbB)
)I{Y obs

i =H}(1− πY
iT (PbB)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iT (PbB)
)I{Robs

i =0}
)I{Zobs

i =T}

×
∏

i∈Pbb

πP
i πbb

i (P )

((
πR

iC(Pbb)
)I{Robs

i =1}(
1− πR

iC(Pbb)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (Pbb)
)I{Robs

i =1}(
1− πR

iT (Pbb)
)I{Robs

i =0}
)I{Zobs

i =T}
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×
∏

i∈pBB

(1− πP
i )πBB

i (p)

((
πR

iC(pBB)
(
πY

iC(pBB)
)I{Y obs

i =H}(1− πY
iC(pBB)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iC(pBB)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (pBB)
(
πY

iT (pBB)
)I{Y obs

i =H}(1− πY
iT (pBB)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iT (pBB)
)I{Robs

i =0}
)I{Zobs

i =T}

×
∏

i∈pBb

(1− πP
i )πBb

i (p)

((
πR

iC(pBb)
(
πY

iC(pBb)
)I{Y obs

i =H}(1− πY
iC(pBb)

)I{Y obs
i =L})I{Robs

i =1}

(
1− πR

iC(pBb)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (pBb)
)I{Robs

i =1}(
1− πR

iT (pBb)
)I{Robs

i =0}
)I{Zobs

i =T}

×
∏

i∈pbb

(1− πP
i )πbb

i (p)

((
πR

iC(pbb)
)I{Robs

i =1}(
1− πR

iC(pbb)
)I{Robs

i =0}
)I{Zobs

i =C}

((
πR

iT (pbb)
)I{Robs

i =1}(
1− πR

iT (pbb)
)I{Robs

i =0}
)I{Zobs

i =T}

.

The complete-case likelihood function has a simple form with twenty-five factors:

one for each of the six quality outcome distributions, one for each of twelve re-

sponse outcome submodels, and six plus one involving the parameters of the prin-

cipal stratum distribution. Under the response exclusion restriction for compliers,

πR
iC(PBB) = πR

iT (PBB), πR
iC(PbB) = πR

iT (PbB), and πR
iC(Pbb) = πR

iT (Pbb); and

under the quality outcome exclusion restriction for the pBB group, πY
iC(pBB) =

πY
iT (pBB). In addition, assumption 7 implies that πR

iz(pBB) = πR
iz(pBb) = πR

iz(pbb),

for z = C, T . Therefore, under our structural assumptions described in section 7, the

complete-data likelihood function consists of only seventeen distinct factors. If we
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also impose the stochastic dominance assumption of the PBB group over the PbB

group (assumption 8), the complete-data likelihood function is the same as above if

πY
iT (PBB) ≥ πY

iT (PbB) and equal to 0 otherwise.

For inference based on the observed data, we cannot work directly with this

complete-data likelihood function, because we do not observe the principal stratum

Gi of each unit. However, we can exploit the complete-data likelihood function by

using missing data methods such as the EM algorithm (Dempster et al., 1977), and

the Data Augmentation (DA) algorithm (Tanner an Wong, 1987). In Appendix A,

we describe the numerical methods used to generate the inference reported in the

next section.

As shown in Table 5, under the monotonicity assumptions 2 and 3, and the

latent ignorability assumption 6, there are nine possible patterns of missing data

and observed data in (Di(T ), Si(C), Si(T ), Ri, Yi), corresponding to the nine possible

values for (Zobs
i , Dobs

i , Robs
i , Sobs

i ). We can then write the actual (observed) likelihood

function in terms of the observed data as

Lobs

(
θ | Zobs,Dobs,Robs,Sobs,Yobs,Xobs

)
=

∏

i∈OBS(T,P,1,B)

πP
i

(
πBB

i (P )πR
iT (PBB)

(
πY

iT (PBB)
)I{Y obs

i =H}(1− πY
iT (PBB)

)I{Y obs
i =L} +

πbB
i (P )πR

iT (PbB)
(
πY

iT (PbB)
)I{Y obs

i =H}(1− πY
iT (PbB)

)I{Y obs
i =L}

)

×
∏

i∈OBS(T,P,1,b)

πP
i πbb

i (P )πR
iT (Pbb)

×
∏

i∈OBS(T,P,0,?)

πP
i

(
πBB

i (P )
(
1− πR

iT (PBB)
)

+

πbB
i (P )

(
1− πR

iT (PbB)
)

+ πbb
i (P )

(
1− πR

iT (Pbb)
))

×
∏

i∈OBS(T,p,1,B)

(1− πP
i )πBB

i (p)πR
iT (pBB)

(
πY

iT (pBB)
)I{Y obs

i =H}(1− πY
iT (pBB)

)I{Y obs
i =L}

×
∏

i∈OBS(T,p,1,b)

(1− πP
i )

(
πBb

i (p)πR
iT (pBb) + πbb

i (p)πR
iT (pbb)

)
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×
∏

i∈OBS(T,p,0,?)

(1− πP
i )

(
πBB

i (p)
(
1− πR

iT (pBB)
)

+

πBb
i (p)

(
1− πR

iT (pBb)
)

+ πbb
i (p)

(
1− πR

iT (pbb)
))

×
∏

i∈OBS(C,p,1,B)

(
πP

i πBB
i (P )πR

iC(PBB)
(
πY

iC(PBB)
)I{Y obs

i =H}(1− πY
iC(PBB)

)I{Y obs
i =L} +

(1− πP
i )πBB

i (p)πR
iC(pBB)

(
πY

iC(pBB)
)I{Y obs

i =H}(1− πY
iC(pBB)

)I{Y obs
i =L} +

(1− πP
i )πBb

i (p)πR
iC(pBb)

(
πY

iC(pBb)
)I{Y obs

i =H}(1− πY
iC(pBb)

)I{Y obs
i =L}

)

×
∏

i∈OBS(C,p,1,b)

(
πP

i πbB
i (P )πR

iC(PbB) + πP
i πbb

i (P )πR
iC(Pbb) + (1− πP

i )πbb
i (p)πR

iC(pbb)

)

×
∏

i∈OBS(C,p,0,?)

(
πP

i πBB
i (P )

(
1− πR

iC(PBB)
)

+ πP
i πbB

i (P )
(
1− πR

iC(PbB)
)

+

πP
i πbb

i (P )
(
1− πR

iC(Pbb)
)

+ (1− πP
i )πBB

i (p)
(
1− πR

iC(pBB)
)

+

(1− πP
i )πBb

i (p)
(
1− πR

iC(pBb)
)

+ (1− πP
i )πbb

i (p)
(
1− πR

iC(pbb)
)
)

.

The first three factors in the likelihood represent the contribution of compliers as-

signed to the treatment, including both respondents and nonrespondents. The sec-

ond three factors represent the contribution for never-takers assigned to the treat-

ment, including respondents and nonrespondents. The last three factors represent

the contribution to the likelihood function for those assigned to the standard treat-

ment, and they include both compliers and never-takers. Each of these factors,

except the second and the fourth ones, includes women with possible different atti-

tudes towards BSE practice; therefore each likelihood contribution consists of aver-

ages over the distribution of principal strata. Because the observed-data likelihood

function has this mixture structure over a large amount of missing data, the poste-

rior distribution can be sensitive to the choice of prior distribution. For example,

standard diffuse, improper prior distributions can lead to improper posterior dis-

tributions. We therefore use a proper prior distribution with a simple conjugate

form. Our prior distribution corresponds to adding to the likelihood function 18

extra observations: there are 3 additional observations for each principal stratum

g ∈ (PBB, PbB,Pbb, pBB, pBb, pbb); for each principal stratum the 3 additional

89



observations are split into 3/k(g) for each of the k(g) combinations of the binary

variables (Zi, Ri, Yi), where k(g) varies across principal strata. Specifically, k(g) = 6

for g = PBB, pBB; k(g) = 5 for g = PbB, pBb; and k(g) = 4 for g = Pbb,pbb.

These 3/k(g) observations are further split into (3/k(g))/N artificial observation for

each of the N observed value of the pretreatment variables, Xobs
i . More formally,

the prior distribution is proportional to

p(θ) ∝
N∏

i=1

×
∏

g∈{PBB,PbB,Pbb,pBB,pBb,pbb}
×

∏

z=C,T

∏
r=0,1

∏

y=L,H

[
πi(g)

(
πR

iz(g)
((

πY
iz(g)

)I{y=H}(1− πY
iz(g)

)I{y=L})I{S(z)=B}
)r(

1− πR
iz(g)

)(1−r)
] 3

k(g)N

.

In the final model for the Faenza study data, we exclude age, so that we have

two slope coefficients in each submodel. In addition, we impose prior equality of the

slope coefficients in the response outcome regressions for compliers and never-takers:

β1C(PBB) = β1T (PBB) = β1C(PbB) = β1T (PbB) = β1C(Pbb) = β1T (Pbb) ≡
β1(P ), where β1(P ) = (βX1(P ), βX2(P ))′, and β1C(pBB) = β1T (pBB) = β1C(pBb) =

β1T (pBb) = β1C(pbb) = β1T (pbb) ≡ β1(p), where β1(p) = (βX1(p), βX2(p))′.

Finally, we impose the requirement that the logistic parameters δ1z(PBB) = 0,

δ1z(pBB) = 0 for z = C, T , and δ1T (PbB) = 0, and δ1C(pBb) = 0. Relaxing these

restrictions would not complicate the computational methodology greatly, but given

the relatively small sample size, would lead to imprecise estimates.

Under assumption 5 and 4 (the response exclusion restriction for compliers and

the quality outcome exclusion restriction for the pBB group, respectively), assump-

tion 7, and the prior equalities given above, the number of parameters reduces to

29. The simulated posterior distributions of these parameters are summarized in

Table 7.

To demonstrate that our proper prior distribution does not lead to highly infor-

mative prior distribution for the estimands of interest, Table 6 presents summary

statistics, obtained by the methods described in Appendix A, of the marginal prior

distributions of the estimands of primary interest: the ITT effect on BSE practice
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Table 6: Summary statistics: prior distribution.

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

CACE on
BSE practice

0.31 0.18 0.03 0.18 0.29 0.43 0.70

NACE on
BSE practice

-0.34 0.19 -0.73 -0.46 -0.33 -0.20 -0.03

ITT on
BSE practice

0.00 0.17 -0.33 -0.11 -0.01 0.11 0.33

CACE on BSE quality
adjusted for BSE practice

-0.15 0.54 -0.94 -0.59 -0.24 0.29 0.90

ITT on BSE quality
adjusted for BSE practice

-0.09 0.33 -0.74 -0.30 -0.09 0.10 0.64

for compliers (CACE on BSE practice), the ITT effect on BSE practice for never-

takers (NACE on BSE practice), and the overall ITT effect on BSE practice (ITT

on BSE practice); the ITT effect on BSE quality for the PBB groups (CACE on

BSE quality) and the overall ITT effect for women who would practice BSE un-

der both assignments (ITT on BSE quality). The joint distributions of these ITT

effects were obtained using the same computational techniques used to obtain the

actual posterior distribution with the data. The comparison of the standard devia-

tions in Table 6 for the ITT effects with the corresponding values in Tables 8 and

10, reported in the next sections, indicates that the prior distribution is relatively

uninformative about quantities of interest.
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Table 7: Posterior distribution for parameters.

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

α0 -0.33 0.22 -0.77 -0.48 -0.33 -0.19 0.10
αX1 0.33 0.24 -0.14 0.16 0.33 0.49 0.79
αX2 0.64 0.23 0.19 0.48 0.64 0.80 1.09

γbB
0 (P ) -0.46 1.48 -4.65 -1.05 -0.19 0.46 1.53

γbB
X1

(P ) -0.39 1.48 -2.80 -1.15 -0.59 0.08 3.93
γbB

X2
(P ) -2.11 1.57 -6.83 -2.54 -1.80 -1.29 0.29

γbb
0 (P ) -0.10 0.67 -1.42 -0.53 -0.10 0.33 1.21

γbb
X1

(P ) -1.32 0.51 -2.38 -1.65 -1.31 -0.98 -0.35
γbb

X2
(P ) -1.01 0.60 -2.16 -1.38 -1.02 -0.63 0.27

γBb
0 (p) 1.89 1.21 -0.90 1.25 1.97 2.65 4.12

γBb
X1

(p) -2.26 1.29 -4.76 -3.05 -2.29 -1.56 0.49
γBb

X2
(p) -3.27 1.43 -6.73 -4.01 -3.09 -2.31 -1.07

γbb
0 (p) 1.33 1.29 -1.61 0.62 1.46 2.15 3.75

γbb
X1

(p) -4.00 1.29 -6.98 -4.70 -3.87 -3.12 -1.82
γbb

X2
(p) -0.81 1.24 -3.30 -1.59 -0.89 -0.05 1.68

β0·(PBB) 3.76 2.43 0.19 1.97 3.42 5.19 9.51
β0·(PbB) 0.66 2.17 -3.55 -0.44 0.53 1.65 5.55
β0·(Pbb) 0.53 1.26 -1.14 -0.30 0.25 1.04 3.74
βX1·(P ) -0.26 0.81 -1.68 -0.78 -0.28 0.22 1.24
βX2·(P ) -0.02 0.87 -2.01 -0.47 0.02 0.54 1.51
β0C(p) 0.35 0.36 -0.34 0.11 0.35 0.58 1.07
β0T (p) -0.30 0.28 -0.86 -0.48 -0.30 -0.11 0.23
βX1·(p) 0.18 0.30 -0.43 -0.03 0.18 0.38 0.77
βX2·(p) -0.27 0.29 -0.85 -0.46 -0.27 -0.07 0.31

δ0C(PBB) 0.88 0.38 0.24 0.63 0.85 1.09 1.67
δ0T (PBB) 4.52 7.06 1.06 1.48 1.83 2.66 32.37
δ0T (PbB) -1.02 1.67 -4.44 -1.97 -1.02 -0.02 2.26
δ0·(pBB) -0.22 0.38 -0.98 -0.47 -0.21 0.04 0.52
δ0C(pBb) -0.48 1.01 -2.81 -0.97 -0.36 0.14 1.21
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9 Results

All results below were obtained from the same Bayesian analysis. We first focus on

results for proportions of principal strata and for the CACE, NACE, and ITT esti-

mands on BSE practice, which are functions of the proportions of principal strata.

Then, we reports results for the ITT and CACE estimands on quality of self-exam

execution and for outcome response rates. The reported estimands are not param-

eters of the models but functions of parameters and data.

9.1 Proportions in Principal Strata and Causal Effects on BSE

Practice

Table 8 summarizes the posterior distribution of the estimands of the marginal prob-

ability of being a compliers, and of the conditional probability of being in a sub-

stratum defined by the vector (S(C), S(T )), given the compliance status D(T ). To

draw from these distributions we use the steps: (1) draw θ, Di(T ), and (Si(C), Si(T ))

given Di(T ), i = 1, . . . , N , from the posterior distribution (see Appendix A); (2) cal-

culate Pr(Di(T ) = P | Xobs
i = xi; θ), and Pr(Si(C), Si(T ) | Di(T ),Xobs

i = xi; θ),

for each subject based on the models in section 8; and (3) average the values of the

first distribution in (2) over all the subjects to obtain Pr(Di(T ) = P | θ), and the

values of the second distribution in (2) over the subjects within subclasses defined

by D(T ) to obtain Pr(Si(C), Si(T ) | Di(T ); θ).

Combining the marginal posterior distribution of the compliance status with

the conditional posterior distributions of (S(C), S(T )) given the compliance sta-

tus D(T ), we can easily obtain the posterior distributions of the estimands of

the probability of being in a stratum defined by the vector (D(T ), S(C), S(T )),

Pr(D(T ), S(C), S(T ) | θ). In particular, to draw from this distribution, we use the

same steps (1) and (2) described above, and then calculate Pr(Di(T ), Si(C), Si(T ) |
Xobs

i = xi; θ) as product of the distributions in (2), and average the resulting values

over all the subjects. The simulated posterior distributions of these estimands are
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Table 8: Proportions of compliance principal strata and conditional proportions of
BSE practice principal strata given compliance status - summary statistics of the
posterior distributions.

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

πP 0.554 0.027 0.501 0.536 0.554 0.573 0.608

πBB(P ) 0.667 0.072 0.530 0.618 0.669 0.717 0.810
πbB(P ) 0.162 0.073 0.038 0.107 0.159 0.213 0.307
πbb(P ) 0.171 0.061 0.072 0.122 0.164 0.214 0.295

πBB(p) 0.474 0.054 0.369 0.437 0.473 0.512 0.585
πBb(p) 0.283 0.098 0.095 0.215 0.284 0.347 0.483
πbb(p) 0.243 0.096 0.050 0.175 0.243 0.309 0.425

ITT on
BSE practice

-0.037 0.048 -0.125 -0.070 -0.039 -0.005 0.060

summarized in Table 9.

The clearest pattern revealed by Tables 8 and 9 is that women who would practice

BSE under both treatment arms are more likely to be compliers: 66.7% of compliers

would practice the self exams under both assignments; in contrast only 47.4% of

never-takers would practice BSE both if assigned to treatment and if assigned to

control. This pattern is reasonable. Compliers are women who attend the enhanced

BSE course if so assigned. Such subjects appear to be very aware of the risk of

breast cancer; in our analysis this is revealed by the positive logistic coefficients of

the compliance submodel on knowledge of breast pathophysiology and prior BSE

practice (see Table 7), which imply that compliers tend to have a good knowledge

of breast pathophysiology and to be used to practice BSE. In contrast, never-takers
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Table 9: Summary statistics of the posterior distributions of principal strata.

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

π(PBB) 0.370 0.044 0.287 0.338 0.371 0.400 0.458
π(PbB) 0.090 0.040 0.022 0.059 0.088 0.118 0.171
π(Pbb) 0.095 0.034 0.040 0.067 0.090 0.119 0.166

π(pBB) 0.213 0.029 0.159 0.192 0.212 0.232 0.271
π(pBb) 0.126 0.045 0.041 0.095 0.126 0.157 0.218
π(pbb) 0.107 0.043 0.022 0.076 0.107 0.137 0.187

are women who would not attend the BSE course in any case. If these women

did not regard the risk of breast cancer as high enough to warrant BSE practice,

they might consider BSE a boring task, and so practice the self exams only in one’s

spare time. Given this attitude towards BSE practice, never-takers assigned to the

new treatment arm might feel frustrated with the extra burden of attending the

course and hence, other to not comply with their assignment, they were more likely

to choose to not practice BSE anymore. Consequently, it could be reasonable to

expect that the invitation to partecipate to the BSE teaching course had a negative

effect on BSE practice for these women.

Under our model, the intention-to-treat effect on BSE practice for never-takers

(NACE on S) is negative by construction. As we can easily show, the NACE on

BSE practice estimand for individual i is defined as

E
(
Si(T )− Si(C) | Di(T ) = p; θ

)
= πbB

i (p)− πBb
i (p),

where πbB
i (p) = Pr(Si(C) = b, Si(T ) = B | Di(T ) = p; θ) is the probability of being

a never-takers who would not practice BSE if assigned to control, but would practice
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BSE if assigned to treatment. Under assumption 3 (monotonicity for never-takers),

there is no PbB group, and so πbB
i (p) ≡ 0, i = 1, . . . , N . This implies that NACE on

the intermediate outcome S is equal to minus πBb
i (p), and so it is non positive. As

shown in Table 8, our data seem to support this assumption; our analysis suggests

that there is a non-negligible negative ITT effect on BSE practice for never-takers.

The presence of this strong negative NACE effect on BSE practice implies that the

posterior distribution of the global ITT effect on S - summarized in the last row

of Table 8 - has mass primarily (> 75%) to the left of zero. Note that, in our

application, this overall ITT effect can be defined as the weighted average of the

ITT effects across never-takers and compliers:

E
(
Si(T )− Si(C) | θ)

= πP
i E

(
Si(T )− Si(C) | Di(T ) = P ; θ

)
+ (1− πP

i )E
(
Si(T )− Si(C) | Di(T ) = p; θ

)

= πi(PbB)− πi(pBb).

As it is well known, the standard intention-to-treat analysis focuses on the causal

effect of assignment of treatment rather than the causal effect of receipt of treatment.

Therefore, in our application, the global ITT effect on BSE practice represents the

impact of being invited to attend the enhanced teaching course on posttreatment

BSE practice and, due to the presence of imperfect compliance, it cannot be taken

as summarizing the evidence in the data for the effects of treatments. If we want

to learn something about the effect of attending the course on BSE practice, we

should focus only on the compliers, the CACE on S. The corresponding estimand

for individual i is defined as

E
(
Si(T )− Si(C) | Di(T ) = P ; θ

)
,

which under the monotonicity assumption for compliers (assumption 2), is equal to

πbB
i (P ), the probability of being a complier who would practice BSE under treat-

ment, but would not practice BSE under control. Our model, therefore, implies that

the complier ITT effect on BSE practice is not negative by construction. As noted
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previously, this assumption seems plausible, because although it is conceivable that

the course had little or no effect, it is more difficult to understand how, among a

population of volunteers, the effect of the training course was to cause significant

decreases in posttreatment BSE. Our analysis suggests that the Faenza teaching

program would increase on average BSE practice of 16.2%, from 66.7% of compliers

who received only a mailed informational leaflet to 82.9% of compliers who attended

the training course, and this effect appears to be quite significant at the 5% level,

according to a standard two-side t-test.

The marginal distributions of the subpopulation ITT effects on BSE practice

show that the negative effect for never-takers is larger than the positive effect for

compliers. In addition, examining their joint distribution in Figure 2, we see that

these effects are negatively correlated. Although this result necessarily relies more

heavily on the specific form of the likelihood function and prior distribution, it casts

considerable doubt on the scientific validity of the practical inference that would

be drawn from a standard ITT analysis which drops subjects with missing data

outcomes and ignores compliance information.

9.2 BSE Quality Results

Now, we address the following two questions:

1. What is the impact of being invited to participate to a “hands-on” teaching

course on BSE techniques on examination skills, namely, the ITT estimand on

BSE quality, Y ?

2. What is the impact of attending a BSE training course on quality of self exams,

namely, the CACE estimand on BSE quality, Y ?

As noted previously, the ITT estimand on BSE quality is the effect of the assignment

on the quality of self exams for those women who would practice BSE under both

assignments (women belonging to the PBB group or to the pBB group), and the
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Figure 2: Simulation scatterplot of the joint posterior distribution of CACE and
NACE on BSE practice.

CACE estimand on Y is the effect of the treatment for compliers who would practice

BSE under both treatments, namely, for women belonging to the PBB group.

We cannot draw any meaningful inference about the causal effects on Y for

women who would practice BSE under only one of the two treatment arms and for

those who would not practice BSE in any case, because either Yi(C) or Yi(T ) is not

defined on the sample space {L, H} for these types of subjects. However, we can

infer about the proportion of women who would practice BSE with high quality in

the PbB group when assigned to treatment, and about the proportion of women who

would practice BSE with high quality in the pBb group when assigned to control.

As concern the Pbb group and the pbb group, any inference can be drawn about

quality of self-exam execution, being both Yi(C) = ∗ and Yi(T ) = ∗ for these two
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Table 10: Summary statistics of the posterior distributions of the quality estimands.

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

CACE on BSE quality
adjusted for BSE practice

0.174 0.101 -0.018 0.103 0.170 0.242 0.379

ITT on BSE quality
adjusted for BSE practice

0.110 0.063 -0.011 0.065 0.108 0.152 0.237

E
(
Y i(C) | Gi = PBB; θ

)
0.701 0.073 0.560 0.653 0.701 0.749 0.842

E
(
Y i(T ) | Gi = PBB; θ

)
0.875 0.079 0.742 0.815 0.861 0.934 1.000

E
(
Y i(T ) | Gi = PbB; θ

)
0.278 0.203 0.011 0.110 0.236 0.421 0.710

E
(
Y i(C) | Gi = pBB; θ

)
0.448 0.091 0.272 0.386 0.448 0.510 0.627

E
(
Y i(T ) | Gi = pBB; θ

)
0.448 0.091 0.272 0.386 0.448 0.510 0.627

E
(
Y i(C) | Gi = pBb; θ

)
0.407 0.186 0.057 0.275 0.412 0.534 0.771

types of women. Table 10 shows summary statistics of the posterior distributions of

the estimands of interest about BSE quality.

Effect of Offering the Teaching Program on BSE Quality

We examine the impact of being offered a teaching program on BSE quality among

women who would practice BSE under both assignments: the ITT effect on post-

treatment quality of self exams adjusted for the intermediate outcome “BSE prac-

tice”, S. The corresponding estimand for individual i is defined as

E
(
Yi(T )− Yi(C) | Si(C) = B,Si(T ) = B; θ

)
.
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Figure 3: Simulation histogram of the posterior distribution of the intention-to-treat
effect on BSE quality.

The simulated posterior distribution of this ITT effect is summarized in the second

row in Table 10. Figure 3 shows its histogram. To draw form this distribution,

we use the same step (1) described in the previous section and then calculate the

expected causal effect E
(
Yi(T ) − Yi(C) | Si(C) = B, Si(T ) = B,Xobs

i = xi; θ
)

for

each subject based on the BSE quality submodel (see section 8), and average these

values over the subjects whose current draw of (Si(C), Si(T )) is (B, B).

The estimate of the average ITT effect on BSE quality is approximately equal

to 11%, with a standard deviation of 0.063. The posterior probability that this ITT

effect is positive, that is, that the invitation to the BSE teaching program improves

the examination skills, is approximately 96.3%. Thus, there appears to be some

evidence that the teaching course can improve the quality of self-exam execution,
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although a standard two-side t-test suggests this is not quite significant at the 5%

level: the 95% posterior interval of our ITT effect on BSE quality covers zero.

Effect of BSE Teaching Course on BSE Quality

We now examine the effect of offering the BSE teaching program on BSE quality

outcome, Y , by focusing only on the compliers who would practice BSE under both

assignments - the CACE on BSE quality, which for individual i is defined as

E
(
Yi(T )− Yi(C) | Di(T ) = P, Si(C) = B,Si(T ) = B; θ

)
.

This analysis defines the treatment as attendance of the training course on BSE

techniques. The simulated posterior distribution of the CACE on BSE quality is

summarized in the first row in Table 10, and Figure 4 shows its histogram. A draw

from this distribution is obtained using the same steps described above for the ITT

estimand (on BSE quality) with the exception that now the averaging is restricted

to the subjects who belong to the PBB principal stratum in the current draw.

The effect of attending the teaching program on BSE quality follows a similar

pattern to that of the ITT effect on Y , but the posterior mean is slightly bigger than

ITT. The posterior interval has also grown, reflecting that this effect is for only a

specific subpopulation of all women who would practice BSE under both treatment

arms, those who belong to the PBB group.

It should be noted that, in general, posterior distributions of the causal estimands

on BSE quality are associated with a quite large uncertainty, because they are only

defined for subgroups of all women, those who would practice BSE under both

assignments.

As can be seen in Table 10, our analysis suggests that there is some evidence

that the BSE training course has some beneficial effect on self examination skills,

although it is not much significant. In fact, compliers who would practice BSE under

both treatment arms tend to execute self exams with high quality both if assigned

to treatment and if assigned to control. This gives reason for believing that women
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Figure 4: Simulation histogram of the posterior distribution of the complier average
causal effect on BSE quality.

belonging to the PBB group are very sensitive to the risk of breast cancer, and so

they tend to practice BSE correctly.

9.3 Missing Outcomes

As stated earlier, theoretically under our structural assumptions, an analysis based

on ad-hoc approaches to missing data would be likely not appropriate for evaluating

the causal estimands of interest because it is highly probable that principal strata

have differential response (i.e., outcome missing data) behaviors. To evaluate this

here, we simulated the posterior distributions of

Pr
(
Ri(z) | Gi = g; θ

)
z = C, T.
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Table 11: Summary statistics of the posterior distributions of the response outcome
probability

Estimand Mean s.d. Percentiles
2.5% 25% 50% 75% 97.5%

Pr
(
Ri(·) = 1 | Gi = PBB; θ

)
0.928 0.069 0.765 0.885 0.949 0.987 1.000

Pr
(
Ri(·) = 1 | Gi = PbB; θ

)
0.579 0.267 0.055 0.385 0.577 0.804 0.995

Pr
(
Ri(·) = 1 | Gi = Pbb; θ

)
0.549 0.201 0.247 0.390 0.517 0.694 0.965

Pr
(
Ri(C) = 1 | Di(T ) = p; θ

)
0.575 0.070 0.440 0.529 0.575 0.623 0.713

Pr
(
Ri(T ) = 1 | Di(T ) = p; θ

)
0.420 0.041 0.340 0.392 0.419 0.449 0.502

To draw from the distributions of these estimands, we use step (1) described in

section 9.1 and then, for z = C, T , for each subject, calculate Pr
(
Ri(z) | Gi =

g,Xobs
i = xi; θ

)
. We then average these values over subjects within subclasses

defined be the principal stratum indicator Gi. Table 11 presents some summary

statistics of these posterior distributions. Recall that Pr
(
Ri(z) | Gi = g; θ

)
=

Pr
(
Ri(z) | Di(T ) = p; θ

)
for each g ∈ {pBB, pBb, pbb} under assumption 7, and

under the response exclusion restriction for compliers (assumption 5), given the

BSE practice behavior, compliers have the same response behavior irrespective of

the treatment arm they are assigned to.

Our missing data model gives plausible figures for the response probabilities.

The response rate among compliers, irrespective of their BSE practice behavior, is

approximately 80.7%. This implies that never-takers have lower response rates than

compliers per assigned level: 0.420 versus 0.807 for those assigned to the active

treatment, 0.575 versus 0.807 for those assigned to the standard. In addition, never-

takers have a lower response rate if assigned to the new treatment arm than if

assigned to the standard treatment. This would be agree with the hypothesis that
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once never-takers show that they are unwilling to follow the assignment protocol,

they are less inclined to respond to the survey. Concerning the compliers’ response

behavior, we find that compliers who would practice BSE under both assignments

have the highest response rate. The PbB group and the Pbb group have similar

response rates and they are significantly lower than the response rate of the PBB

group. These results confirm that the latent covariates D(T ) and (Si(C), Si(T )) are

important factors in response, alone as well as in interaction with assignment.

10 Model Building and Checking

This model was built through a process of fitting and checking a succession of models.

The key features of our model are linked to the choice of the form of the likelihood

function and its associated prior distribution. We emphasize the use of “weakly

identified” models: “identified” in the sense of having a proper prior distribution,

but “weakly” in the sense of not having unique maximum likelihood estimates. The

possibility that the model is only weakly identified implies that its specification is

more important than usual, as we have discussed in section 8.

10.1 Convergence Checks

Because posterior distributions were simulated from an MCMC algorithm (Ap-

pendix A), it is important to assess its convergence. To do this, we ran three

chains from some overdispersed initial distribution and compare their realizations.

As initial distribution, we took a multivariate normal distribution derived from a

simulation on a single chain, and inflated the variance matrix. Each chain was run

for 25,000 iterations. At 5,000 iteration, and based on the four chains, we calcu-

lated the potential scale reduction (Gelman and Rubin, 1992) for the 46 estimands

(parameters and functions of parameters) that serve as building block for all other

estimands. The results suggested good mixing of the chains and provided no evi-

dence against convergence. Posterior inference is based on a single chain, which was
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run 97,500 iterations after the burn-in stage, saving every 25th iteration. For the

prior distribution, the chain was run for 45000 iteration after burn-in, saving every

10th iteration.

10.2 Model Checks

We evaluate the influence of the model presented in section 8 using posterior predic-

tive checks. A posterior predictive check generally involves: (a) choosing a discrep-

ancy measure, that is, a function of observed data and possibly of missing data and

the parameter vector θ, and (b) computing a posterior predictive p-value (PPPV),

which is the probability, over the posterior predictive distribution of the missing

data and θ, that the discrepancy measure in a new study drawn with the same θ as

in our study would be as or more extreme than in our study (Rubin, 1984; Meng,

1994; Gelman, Meng and Stern, 1996). More formally, in our application, a posterior

predictive p-value can be measured by

Pr
(
Λ

(
datarep,Grep, θ

) ≥ Λ
(
data,G, θ

) | data
)
,

where Λ(·, ·, ·) is a discrepancy variable, G is the vector of the missing latent group

indicators, and datarep and Grep are drawn from their joint posterior predictive

distribution.

Posterior predictive checks in general, and PPPVs in particular, can be used for

judging whether the model can adequately preserve features of the data reflected in

the discrepancy measure, where the model here includes the prior distribution as

well as the likelihood (Meng, 1994). As a result, properties of PPPVs are not exactly

the same as properties of classical p-values under frequency evaluations over both

levels of uncertainty, namely, the drawing of θ from the prior distribution and the

drawing of data from the likelihood given θ. For example, over frequency evaluations

of the latter type, a PPPV is stochastically less variable than, but with the same

mean as, the uniform distribution and so tends to be more conservative than the

classical p-value, although the reverse can be true over frequency evaluations of the
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first type (Meng, 1994). For more details on the interpretation and properties of

PPPVs, see also Rubin (1984) and Gelman et al. (1996).

To evaluate the fit of our Bayesian model to the observed data, we use ten

posterior predictive checks: six checks for BSE practice outcome, three for quality

outcome and one to assess the monotonicity assumptions 2 and 3. To get a more

efficient test of the model, we have fixed the number of women assigned to treatment

and the number of women assigned to control in the replicated data to be the same

as those in the observed data.

The first six posterior predictive discrepancy measures we used here are function

of

Arep
d,z (S) =

{
Srep

i : I{Rrep
i = 1}I{Drep

i (T ) = d}I{Zi = z} = 1
}
,

for the measures that are functions of data Srep
i , Rrep

i , and Drep
i (T ) from a replicated

study; and,

Astudy
d,z (S) =

{
Si : I{Ri = 1}I{Di(T ) = d}I{Zi = z} = 1

}
,

for the measures that are functions of our study’s data. In each replicated study,

Srep
i and Y rep

i are either jointly observed or jointly missing as well as in the Faenza

study; so Rrep
i is equal to 1 if and only if Srep

i and Y rep
i , the BSE practice outcome

and the quality outcome, are jointly observed (with Y rep
i = ∗ if Srep

i = b), and

0 otherwise. The discrepancy measures, “rep” and “study”, that we used for BSE

practice outcome in each subpopulations defined by the compliance status D(T ) were

(1) the absolute value of the difference between the BSE practice rate of Ad,T (S)

and the BSE practice rate of Ad,C(S) (“signal”), (2) the standard error based on a

simple two sample comparison for this difference (“noise”), and (3) the ratio of (1)

and (2) (“signal to noise”).

For the quality outcome, Y , we calculated the same discrepancy measures just

defined, focusing on the subpopulation of compliers who practice BSE under both

assignments. So the posterior predictive checks we chose for the quality outcome
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are functions of

Arep
z (Y ) =

{
Y rep

i : I{Rrep
i = 1}I{Grep

i = PBB}I{Zi = z} = 1
}
,

for the measures that are functions of data Y rep
i , Rrep

i , and Grep
i from a replicated

study; and,

Astudy
z (Y ) =

{
Yi : I{Ri = 1}I{Gi = PBB}I{Zi = z} = 1

}
,

for the measures that are functions of our study’s data.

Although these measures are not treatment effects, we chose them here for as-

sessing whether the model can preserve broad features of signal, noise, and signal

to noise ratio in the involved distributions, which we think can be very influential

in estimating the treatment effects of section 9. Concerning the quality outcome,

the causal effect of primary interest is the ITT effect for women belonging to the

PBB group, so that our checks focus on the quality outcome distribution within this

subpopulation. More preferable measures might have been the posterior mean and

standard deviation for the actual estimands in section 9 for each replicated dataset

but this required a prohibitive amount of computer memory due to the nested struc-

ture of that algorithm.

As stated previously, our inferential results depend heavily on the structural as-

sumptions described in section 7. Among these, the two monotonicity assumptions 2

and 3 have a strong impact on the estimation of causal effects of interest, so assess-

ment of them appears crucial. A good posterior predictive check for assessing our

monotonicity assumptions might be built by fitting other three alternative models:

a model in which only the monotonicity assumption for never-takers (assumption 3)

is made; a model in which only the monotonicity assumption for compliers (assump-

tion 2) is made; and a model in which neither of the two monotonicity assumptions

is made. In such a case, we could draw replicated data from the posterior distri-

bution under each model and compare realizations. This approach would require

high time-consuming; in addition, relaxing one or both the monotonicity assump-

tions implies that the number of parameters increases. This would not complicate
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Table 12: Posterior predictive p-values.

Signal Noise Signal to noise

BSE practice - compliers 0.629 0.896 0.576

BSE practice - never-takers 0.263 0.571 0.259

BSE quality - PBB group 0.548 0.816 0.481

the computational methodology greatly but, given the relatively small sample size,

would lead to imprecise estimates and make difficult the convergence of the MCMC

algorithm used to simulate the posterior distributions.

Although the posterior distributions for parameters in alternative models are not

readily available, we can use a posterior predictive check distribution for monitoring

our model. To determine if the monotonicity assumptions 2 and 3 are supported by

our data, we could consider, for example, the log-likelihood ratio discrepancy:

L2(data,G, θ) = 2
∑

g

n(g) ln
(

n(g)
n̂(g)

)
,

where g ∈ {PBB, PbB, Pbb, pBB,pBb,pbb}, ln is the natural logarithm with 0 ln 0 =

0 by convention, n(g) is the number of women in the principal stratum g, and n̂(g)

represents the number of women estimated to belong to the g group under the model.

Figure 5 shows a scatterplot of the realized discrepancy L2(data,G, θ) versus the

predictive discrepancy L2(datarep,Grep, θ), in which each point represents a different

value of (datarep,Grep, θ) drawn from the posterior distribution. In this case, the

PPPV is equal to 0.783, the proportion of points above the 45◦ line in the figure.

PPPVs for the discrepancy measures we chose were calculated as the percentage of

draws in which the replicated discrepancy measures exceeded the value of the study’s
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Figure 5: Scatterplot of predictive vs realized loglikelihood ratio discrepancies under
the joint posterior distribution.

discrepancy measures. Extreme values, close to 0 or 1, of a PPPV would indicate a

failure of the prior distribution and likelihood to replicate the corresponding measure

of location, dispersion or their relative magnitude, and would indicate an undesirable

influence of the model in estimation of our estimands. Results from these checks,

displayed in Table 12 and in Figure 5, provide no special evidence for such influence

of the model.

11 Concluding Remarks

In this paper, we defined the framework for principal stratification in broken ran-

domized experiments to accomodate noncompliance, missing outcome data, and
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truncation by “death”. We make explicit a set of structural assumptions, and we

provide a parametric model that is appropriate for practical implementation of the

framework in setting such as ours.

Results from our model in the Faenza BSE study suggest that the treatment

has some beneficial effects on BSE practice. They also show a strong evidence that

the encouragement has a negative effect on BSE practice for women who would not

attend the teaching program regardless of the encouragement, the never-takes. We

interpret this result as evidence that never-takers do not regard the risk of breast

cancer as high enough to warrant the attendance of the course: probably, they

consider the course only as a waste of time. The presence of this strong negative

ITT effect for never-takers leads to a negative (even if small and non-significant)

global ITT effect on BSE practice. These results suggest that, in applications such

as ours, the interpretation of the global intention-to-treat estimates as summarizing

the evidence in the data for the effects of treatments on BSE practice can be too

coarse and even misleading.

Concerning BSE quality, our results do not indicate strong treatment effects.

The posterior distribution for the CACE estimand on BSE quality, which measures

the effect of the attendance in the training program versus only mailed informational

leaflet, is larger than the corresponding ITT effect but is also associated with greater

uncertainty.

The results from this randomized study are not subject to the selection bias in

the way that nonrandomized study are. Nevertheless, although we use the CACE

on BSE practice and the CACE on BSE quality, well defined causal effects, to

represent the effect of attendance in the enhanced training program versus only a

mailed informational leaflet, it is important to remember that they are defined on

specific subsets of the study women: CACE on BSE practice is defined on women

who would have complied with either assignment, and CACE on BSE quality is

defined on on a subgroup of these women: those who belong to the PBB group. For

the other women there is no information on such effects of attendance in this study;
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therefore, as with any randomized trial that is based on subpopulations, external

information, such as background variables also needs to be used when generalizing

these causal effects to other target groups of women.

Our results also reveal significant differences in missing data pattern across prin-

cipal strata. We find that women who are potentially unwilling to comply with their

assignment are also less likely to respond to the survey, and in particular they are

less willing to respond if they have actually declined to partecipate in the treatment

program. Among compliers, response is increasing in the following order: the PBB

group, the PbB group, and the Pbb group. These suggest that women who are prob-

ably more sensible to the risk of breast cancer and have likely higher motivation are

more willing to respond to the survey.

Appendix A

Details of Calculations

Our approach to inference treats the latent principal strata G = (Gi, . . . , GN ) as

missing data and applies modern missing data technology for Bayesian models.

We construct a general state Markov chain that has the joint distribution of

the model parameters θ and the missing latent group indicators G as its unique

invariant equilibrium distribution. The Markov chain algorithm is a variant of the

Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970), which use

the Data Augmentation (DA) method of Tanner and Wong (1987). The algorithm

can be described as follows. Let (G(j), θ(j)) denote the state of the chain at time j,

where G(j) depends on the current value of the matrix [D(T) | S(C) | S(T)]. The

state of the chain at time j + 1 following from applying the following steps.

First, we draw D(T)(j) according to Pr(D(T ) = P | θ(j), W) where we use

W = (Zobs,Dobs,Robs,Sobs,Yobs,Xobs) to simplify the notation. This conditional

distribution has a simple form. Conditional on θ and W, the Di(T ) are independent
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of Dj(T ), Zobs
j , Dobs

j , Robs
j , Sobs

j , Y obs
j for all j 6= i. Then,

Pr
(
Di(T ) = P | Zobs

i = T, Dobs
i = P, Robs

i , Sobs
i , Y obs

i ,Xobs
i

)
= 1;

Pr
(
Di(T ) = P | Zobs

i = T,Dobs
i = p,Robs

i , Sobs
i , Y obs

i ,Xobs
i

)
= 0.

Finally, for observations with Zobs
i = C, who have Dobs

i = p by construction in our

experimental setting, we have

Pr
(
Di(T ) = P | Zobs

i = C, Dobs
i = p,Robs

i , Sobs
i , Y obs

i ,Xobs
i

) ∝

πP
i

[(
πBB

i (P )πR
iC(PBB)

(
πY

iC(PBB)
)I{Y obs

i =H}(1− πY
iC(PBB)

)I{Y obs
i =L})I{Robs

i =1,Sobs
i =B}

(
πbB

i (P )πR
iC(PbB) + πbb

i (P )πR
iC(Pbb)

)I{Robs
i =1,Sobs

i =b}(
πBB

i (P )
(
1− πR

iC(PBB)
)

+

πbB
i (P )

(
1− πR

iC(PbB)
)

+ πbb
i (P )

(
1− πR

iC(Pbb)
))I{Robs

i =0}
]
.

At the second step, we draw (S(C),S(T))(j+1) given D(T)(j+1), the current

state of D(T), according to Pr(S(C), S(T ) | D(T )(j+1), θ(j), W). By the monotonic-

ity assumption for compliers (assumption 2),

Pr
(
Si(C) = b, Si(T ) = b | Di(T )(j+1) = P, OBS(T, P, 1, b), Y obs

i ,Xobs
i

)
= 1;

Pr
(
Si(C) = B,Si(T ) = B | Di(T )(j+1) = P, OBS(C, p, 1, B), Y obs

i ,Xobs
i

)
= 1;

and by the monotonicity assumption for never-takers (assumption 3),

Pr
(
Si(C) = B, Si(T ) = B | Di(T )(j+1) = p, OBS(T, p, 1, B), Y obs

i ,Xobs
i

)
= 1;

Pr
(
Si(C) = b, Si(T ) = b | Di(T )(j+1) = p, OBS(C, p, 1, b), Y obs

i ,Xobs
i

)
= 1.

In addition, because {i : Di(T )(j+1) = P, Zobs
i = T,Dobs

i = p} = ∅,

Pr
(
Si(C), Si(T ) | Di(T )(j+1) = P, Zobs

i = T,Dobs
i = p, Robs

i , Sobs
i , Y obs

i ,Xobs
i

)
= 0.

Similarly, being {i : Di(T )(j+1) = p, Zobs
i = T, Dobs

i = P} = ∅,

Pr
(
Si(C), Si(T ) | Di(T )(j+1) = p, Zobs

i = T, Dobs
i = P, Robs

i , Sobs
i , Y obs

i ,Xobs
i

)
= 0.
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It remains to consider the observed groups OBS(T, P, 1, B), OBS(T, P, 0, ?), OBS(C,

p, 1, b), and OBS(C, p, 1, ?) for observations with Di(T )(j+1) = P , and the observed

groups OBS(T, p, 1, b), OBS(T, p, 0, ?), OBS(C, p, 1, B), and OBS(C, p, 1, ?) for ob-

servations with Di(T )(j+1) = p. A subject with Zobs
i = T , Dobs

i = P , Robs
i = 1,

Sobs
i = B is a complier who would practice BSE under both assignments or who

would practice BSE if assigned to treatment but not if assigned to control. There-

fore,

Pr
(
Si(C) = B,Si(T ) = B | Di(T )(j+1) = P, OBS(T, P, 1, B), Y obs

i ,Xobs
i

) ∝

πBB
i (P )πR

iT (PBB)
(
πY

iT (PBB)
)I{Y obs

i =H}(1− πY
iT (PBB)

)I{Y obs
i =L}

,

Pr
(
Si(C) = b, Si(T ) = B | Di(T )(j+1) = P, OBS(T, P, 1, B), Y obs

i ,Xobs
i

) ∝

πbB
i (P )πR

iT (PbB)
(
πY

iT (PbB)
)I{Y obs

i =H}(1− πY
iT (PbB)

)I{Y obs
i =L}

,

and

Pr
(
Si(C) = sC , Si(T ) = sT | Di(T )(j+1) = P, OBS(T, P, 1, B), Y obs

i ,Xobs
i

)
= 0,

for each (sC , sT ) ∈ {(B, b), (b, b)}. The drawing of (Si(C), Si(T )) for the other

subjects is done in a similar way.

We then draw for the following subvectors of θ in sequence, conditional on all

others: {α}; {γbB
P }; {γbb

P }; {γBb
p }; {γbb

p }; {β0·(PBB)}; {β0·(PbB)}; {β0·(Pbb)};
{β1·(P )}; {β0C(p)}; {β0T (p)}; {β1·(p)}; {δ0C(PBB)}; {δ0T (PBB); {δ0T (PbB)};
{δ0·(pBB)}; and {δ0C(pBb)}. Recall that we impose some prior equality of the

slope coefficients and some other equality are implied by the exclusion restrictions.

For the parameters δ0C(PBB), δ0·(pBB), and δ0C(pBb) we know the full con-

ditional distributions: they are Beta distributions; so we can directly draw from

them.2 The parameter δ0T (PbB) is drawn from a truncated Beta distributions. For

the other subvectors of θ, in our specification, it is rather difficult to draw directly
2If we did not impose assumption 8 - the stochastic dominance assumption of the PBB group over

the PbB group - also the full conditional distributions of the parameters δ0T (PBB) and δ0T (PbB)
would be Beta distributions.
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from the appropriate conditional distributions, however, it is straightforward to cal-

culate the (complete-data) posterior density up to a normalizing constant at any

parameter value, so we can use Metropolis-Hastings steps. For example, to draw

α, we draw candidate values α∗ from a density g(α | θ(j)). The candidate draw is

accepted with probability

τ = min

{
p(α∗, γ(j), β(j), δ(j) | W,G)
p(α(j), γ(j), β(j), δ(j) | W,G)

· g(α(j) | α∗, γ(j), β(j), δ(j))
g(α∗ | α(j), γ(j), β(j), δ(j))

, 1

}
,

where p is the posterior density, up to a normalizing constant, of the parameter

vector. For the candidate density g, we use a vector of scaled t-Student random

variables with five degrees of freedom, centered at α(j). This has the convenient

property that

g(α∗ | α(j), γ, β, δ) = g(α(j) | α∗, γ, β, δ),

simplifying the expression for τ slightly.

The scaling factors were chosen based on preliminary runs of the chain. It is de-

sirable to strike a balance between rejecting too often and rejecting too infrequently,

so that the resulting chain will cover the support of the target distribution relatively

efficiently, not staying at the same point too much but also not taking steps that

are too small.
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Assessing the Impact of Demographic Events

on Poverty using a Quasi-Experimental

Approach

Abstract

In this paper we analyze the impact of childbearing events on individuals’wellbeing

in Indonesia, using a sample of women from the Indonesia Family Life Survey. We

consider the impact of having children on wellbeing as a quasi-experimental problem.

In this approach the endogenous variable of interest - having children - is considered

as the treatment variable, and wellbeing level is the outcome variable. The main

issue in this approach is that subjects who experience childbearing events might

somewhat be self-selected, and so large differences may exist between the treatment

and control groups on observable as well as unobservable covariates, which can lead

to badly biased estimates of treatment effects. Therefore, to be able to estimate

the causal effects of interest additional assumptions have to be made. An assump-

tion often made in such a study is the strong ignorability or unconfoundedness of

the assignment mechanism given the observed covariates, which requires that all

variables that affect both outcome and the probability of receiving the treatment

are observed. Although this assumption is not testable, it clearly is a very strong

assumption, and one that need not generally be applicable. In our application,

we impose the strong ignorability assumption; we consider the assumption that all

relevant variables are observed as a reasonable approximation. In addition, any
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alternative assumptions that not rely on unconfoundedness, while allowing for con-

sistent estimation of the causal effects of interest, must make alternative untestable

assumptions, which can be even more difficult to justify. Unconfoundedness val-

idates comparisons between different units with identical values of the observed

background characteristics. When there are many background covariates, as in our

study, balancing the distribution of all the covariates between treated and control

groups can be hard. To address this problem Rosenbaum and Rubin (1983) devel-

oped the propensity score methodology. The key insight was that given the strong

ignorability assumption, treatment assignment and the potential outcomes are in-

dependent given the propensity score only. Thus, adjusting for the propensity score

removes the bias associated with differences in the observed covariates in the treated

and control groups. To estimate propensity scores, which are the conditional prob-

abilities of being treated given a vector of observed covariates, we must model the

distribution of the treatment indicator given these observed covariates. Much work

has been done in the case where the covariates are fully observed. We address the

problem of calculating propensity scores when covariates can have missing values,

which is the case in our application. We consider three different approaches of

handling missing background data in the estimation and use of propensity scores:

a complete-case analysis, a multiple imputation approach, and a pattern-mixture

model based approach. For each approach, we use the resulting propensity scores to

construct comparison groups to the group of treated subjects, and then we estimate

the causal effect of interest, and compare the results.

Keywords: IFLS, Longitudinal data, Childbearing, Wellbeing, Propensity Score

Matching, Missing data, Multiple imputation, Pattern-mixture model.
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1 Introduction

The relationship between poverty dynamics and fertility in developing countries is

one of the most disputed topic among economists and demographers. The general

empirical observation that poorer countries tend to have higher population growth

rates and that larger households tend to be poorer, underlies the common presump-

tion of a negative causal relation between poverty and fertility at the national and

household levels respectively.

Existing studies on this long-standing issue have relied on either cross sectional

micro data or aggregate level data, which, no matter what techniques applied, are

unlikely to provide robust causal information about the relationship between the oc-

currence of life events and poverty, as well as the impact of intermediate variables.

Only longitudinal surveys can provide information on the timing and duration of

poverty spells. Existing research on poverty dynamics based on panel data for devel-

oping countries is not yet common, although some exception exist. However, none of

these studies analyzes explicitly the relationship between poverty and demographic

events such as fertility.

Using a sample of women drawn from the Indonesia Family Life Survey (IFLS), a

longitudinal survey conducted by RAND in collaboration with other socio-economic

and demographic institutes, this paper makes an attempt to identify causal rela-

tionship between poverty and fertility in Indonesia, by focussing on the extent to

which childbearing events lead to changes in wellbeing. Indonesia is the fourth most

populous country in the world, with an estimated population level at 207 million

in 2000. Although Indonesia has a positive net population growth, the total fer-

tility rate declined consistently during the last decades. Interestingly, the nineties

represent also a period in which Indonesia benefited from sustained high economic

growth, reducing the overall poverty rates. At the same time Indonesia has faced

increasing participation in education. Another interesting feature of the Indonesia

setting is the financial crisis that occurred in 1997, producing a dramatic reversal in
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educational enrolment and poverty. The IFLS, with its four waves ranged between

1993 and 2000, therefore covers an eventful period in the history of Indonesia - pro-

viding detailed information about individuals’ behavior prosperity as well as sudden

hardship. Consequently the IFSL provides an extremely useful data source given

our research objective.

Longitudinal information requires use of appropriate methods that take into

account units being measured at different points in time. Standard methods of

panel data analysis, such as hazard regression, can be quite deceptive for the aim

of establishing causal relationships, because they provide no warnings about their

property. An alternative approach is to consider the impact of demographic events

on poverty as quasi experiments, that is, one considers the endogenous variable of

interest (e.g., change in fertility) as treatment variable and divides individuals into

two groups: those who experienced a childbirth - the treatment group, and those

who did not - the control group.

The main issue in this approach is that those women experiencing a childbear-

ing might be somewhat self-selected, because they are not necessarily selected in

a random fashion. Therefore there is the need to control for naturally occurring

systematic differences in background characteristics X between the treatment group

and the control group (e.g., in age or sex distributions). To do this, throughout our

analysis, we make the strong ignorability or unconfoundedness assumption (Rubin,

1978; Rosenbaum and Rubin, 1983), which asserts that conditional on the pretreat-

ment variables, the treatment indicator is independent of the potential outcomes.

In other words, within subpopulation defined by values of the covariates, we have

random assignment of treatment. This assumption may be controversial. In fact,

it requires that all variables that affect both outcome and the likelihood of receiv-

ing the treatment are observed or that all the others are perfectly collinear with

the observed ones. Although this assumption is not testable, it is a very strong

assumption, and one that need not generally be applicable. Clearly selection may

also take place on the basis of unobservable characteristics. However, we view it as
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a useful starting point for two reasons. One is that in our study, we have carefully

investigated which variables are most likely to confound any comparison between

treated and control units, and so we believe that the assumption that all relevant

variables are observed may be a reasonable approximation. Second, any alternative

assumptions that not rely on unconfoundedness, while allowing for consistent estima-

tion of the causal effects of interest, must make alternative untestable assumptions.

Whereas the unconfoundedness assumption implies that the best matches are units

that differ only in their treatment status, but otherwise are identical, alternative

assumptions implicitly match units that differ in the pretreatment characteristics.

Often such assumptions are even more difficult to justify. For instance, the technique

of instrumental variables is sometimes considered as an alternative to assuming un-

confoundedness, but in our setting the use of this approach is not particular useful

since finding valid instruments (variables that influences the demographic event, but

do not influence poverty) is difficult. The strong ignorability assumption therefore

may be a natural starting point after comparing average outcomes for treated and

control units to adjust for observable pretreatment differences.

The unconfoundedness assumption validates the comparison of treated and con-

trol units with the same value of the covariates. Now the problem is that in our study

there are many background characteristics that need to be controlled. To address

this situation, we use propensity score matching, introduced by Rosenbaum and

Rubin (1983), to construct comparison groups to the group of treated individuals -

in our case those who experience a change in fertility status. The key insight in this

methodology is that given the strong ignorability assumption, treatment assignment

and the potential outcomes are independent on propensity score. Thus, adjusting

for the propensity score removes the bias associated with differences in the observed

covariates in the treated and control groups. In other words, propensity scores are

a one-dimensional summary of multidimensional covariates, X, such that when the

propensity scores are balanced across the treatment and comparison groups, the

distribution of all the pretreatment variables, X, is balanced in expectation across
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the two groups. This reduction from many characteristics to one composite char-

acteristic allows the straightforward assessment of whether the treated and control

groups overlap enough on background characteristics to lead to sensible estimation

of treatment versus control effects from the available data.

To estimate propensity scores, which are the conditional probabilities of being

treated given a vector of observed covariates, e must model the distribution of the

treatment indicator given these observed covariates. Much work has been done in

the case where covariates are fully observed (e.g., Gu and Rosenbaum, 1993; Rubin

and Thomas, 1992a, 1992b, 1996). Unfortunately, in our study some covariates have

missing values. In such a case, which commonly arises in practice, it is not clear how

the propensity score should be estimated when some covariate values are missing. In

addition, the missingness itself may be predictive about which treatment is received

in the sense that the treatment assignment mechanism is ignorable (Rubin, 1978)

given the value of X and the pattern of missing covariates but not ignorable given

only the former.

In this paper we compare a complete-data analysis which drops subjects with

missing background data, with an analysis based on the “generalized” propensity

score as defined in Appendix B of Rosenbaum and Rubin (1984). Rosenbaum and

Rubin (1984) proved that adjustment for the “generalized” propensity score in ex-

pectation balances the observed covariate information and the pattern of missing

covariates.

We also consider multiple imputation (MI) to address the problem of missing

covariate values. MI is a Monte Carlo technique in which each missing value is

replaced by a set of plausible values that represent the uncertainty about the right

value to impute. Then any complete-data analysis can be performed on each of

the imputed datasets and the results can be combined in a straightforward manner

to yield the final estimands. No matter which complete-data analysis is used, the

process of combining results from different datasets is essentially the same. The

results is valid statistical inferences that properly reflect the uncertainty due to

125



the missing values. Therefore, we create m multiply imputed datasets by filling in

m times the missing covariate data, and then we apply propensity score matching

in each simulated complete dataset. Finally, we combine the results from the m

complete datasets for inference.

Having estimates of the propensity scores, if the treated and control groups

overlap enough on background characteristics, we may proceed to the matching

stage, when treated and comparison units are paired according to their scores. Here,

we use what is called “Stratification Matching” to perform the matching and to

estimate the causal effect of interest; this is a particularly straightforward technique

for estimating treatment versus control effects that reflects adjustment for differences

in all observed background characteristics.

The paper is outlined as follows. Section 2 summarizes the existing literature

on the analysis of the relationship between poverty dynamics and fertility - with

a particular emphasis on the motivation of this study, and section 3 provides no-

tation and describes the methodological approach here applied. Section 4 gives a

brief description of the IFLS data. Section 5 explains how we define wellbeing and

puts particular emphasis on the choice of consumption rather than income as an

indicator of living standard in Indonesia. Using this wellbeing definition, the section

provides some descriptive patterns of poverty for different family types. Section 6

applies the methodological strategies described in section 3 to the IFLS data and

section 7 presents the results. Section 8 concludes with a summary and suggestions

for direction of future research.

2 Background on Poverty Dynamics and Fertility

The link between population growth and economic wellbeing is one of the most

disputed research areas among economist and demographers (Birdsall et al., 2001).

The general empirical observation that poorer countries tend to have higher pop-

ulation growth rates and that larger households tend to be poorer, underlies the
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common presumption of a negative causal relation between poverty and fertility at

the national and household levels respectively. The macro level argument on this is-

sue relies on the neoclassic paradigm that a higher population growth rate depresses

capital accumulation and wages. Poverty in turn is consider as a key factor in

driving high fertility and therefore high rates of population growth. Consequently,

it is seen as a crucial element in delaying the demographic transition. However,

these theoretical assertion are not sufficient; the interpretation of the link between

poverty and fertility cannot neglects the institutional settings as well as other im-

portant factors such as time-lags, feedback mechanisms, nonlinearities and reverse

causation. A similar argument applies at the micro-level. Individual level fertility

behavior adjusts to changes in perceived and actual cost and benefits of children.

Economic forces, social organizations and cultural patterns in turn influence prices

that determine costs and benefits of children.

While existing studies have relied on either cross sectional micro data or ag-

gregate level data, our study revisit this long-standing issue by exploiting a recent

longitudinal dataset - the Indonesia Family Life Survey data. Cross sectional data,

no matter what techniques applied, is unlikely to provide robust causal informa-

tion about the relationship between the occurrence of life events (here births) and

poverty, as well as the impact of intermediate variables. Only longitudinal surveys

can provide information on the timing and duration of poverty spells, implying that

the panels will provide much richer information on issue such as the permanent na-

ture of the poverty, changes in poverty status of individuals over time and about the

events related to entry into and escape from income poverty (Muffels, 2000). Recent

research on poverty dynamics in industrialized countries has provided striking ad-

vantages in our understanding of poverty and policy making in general (e.g., Rose,

2000; Bane and Ellwood, 1986; Huff-Stevens, 1999). Inspired by this progress, here,

we analyze the dynamic nature of poverty in the context of a developing country

- Indonesia. An important contribution of our study is the recognition that life

events such as childbearing, education, health, and employment are not exogenous
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with respect to poverty transitions. The aim of this study is therefore to implement

a treatment effect model, which can identify causal relationships between poverty

and fertility, and consequently inform policy makers about what policies may - or

may not - work in reducing poverty. Though the relationship between poverty and

fertility at the micro level becomes more complex, it certainly provides a more cor-

rect framework if the aim is to provide useful policy recommendations. As noted in

Jalan and Ravallion (2000) and as investigated in Aassve et al. (2003a) for indus-

trialized countries, there is substantial movement in and out of poverty over one’s

life cycle - with transitions very much related to other life cycle events - including

fertility events.

Existing research on poverty dynamics based on panel data for developing coun-

tries is not yet common, although some exception exist. Jalan and Ravallion (2000)

using a panel from rural China indicate that there are important differences between

transient and chronic poverty. They suggest that policies aimed at reducing tran-

sient poverty may not necessarily imply a reduction in chronic poverty. Dercon and

Krishman (2000) using the three waves of a panel of rural Ethiopia shows that indi-

vidual consumption level varies widely by year and season, and indicate that a much

larger proportion of households are vulnerable to poverty than what cross sectional

poverty statistics may suggest. Mcculloch and Baulch (2000) use a five-year panel

of households from rural Pakistan and show that large reductions in poverty can be

achieved through policies aiming at smoothing household incomes - simply because

large part of poverty is indeed transitory. At the same time, they also show that

transitory shocks may have a long-term consequences on household poverty status.

Baulch and Hoddinott (2000) summarizes these findings by suggesting that the pool

of poor households consist of both chronic poor and transitory poor, where the latter

is surprisingly large, and this is the case independent of whether poverty is measured

in relative or absolute terms. However, none of these studies analyzes explicitly the

relationship between poverty, transitory or not, on other crucial processes and in

particular on demographic events such as fertility. For example, they do not answer
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the question of whether the number of children has any impact on households’ expe-

riences of poverty. Existing micro-level studies concerning the relationship between

poverty and fertility rely exclusively on cross sectional data. They show very mixed

results, indicating that the relationship does not appear to be unidirectional. Some

studies suggest a positive relationship between fertility and poverty level, others find

it to be negative, and yet others find it to have an inverse J-shaped relationship.

Yet other studies find very little evidence of any relationship at all (Schoumaker and

Tabutin, 1999).

In general, past studies seem to have been using deficient data sources, and of-

ten too simple econometric techniques. Although hazard regression seems to be the

most natural choice in modeling poverty dynamics, more sophisticated methods are

needed if the aim is to establish causal relationships between poverty and other life

course events. For instance a simple binary regression of poverty on demographic

variables does not enable the researches to say much about causality, unless specific

assumptions hold. If fertility events are indeed endogenous with respect to poverty

status, then any regression will yield biased results, and consequently will not pro-

duce very useful results for policy analysis. The use of the instrumental variable

approach is not particular helpful in this setting since finding valid instruments, that

is, variables which influences the demographic event, but does not influence poverty

given the demographic event, is difficult. In general, parameter estimate tend to be

sensitive if instruments are not particulary strong (e.g., Klepinger et al., 1995). A

different approach is to consider the impact of demographic events on poverty (or

vice versa) as quasi experiments. This refers to situations in which sample individu-

als are divided into a treatment group and a comparison group, but where the former

is not necessarily selected in a random fashion. By doing this one considers the en-

dogenous variable of interest (e.g., change in fertility) as treatment variable. This

is similar to the way policy analysts study the impact of poverty-reducing policies

(e.g., the impact of improved school facilities on poverty). The main issue in these

studies is that those individuals benefiting from the poverty-reducing policy might
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somewhat be self-selected. To overcome this problem propensity score matching is

used to construct comparison groups to the group of treated individuals - in this

case those who experienced a change in the demographic status (Rosenbaum and

Rubin, 1983).

3 The Propensity Score Methodology

3.1 Estimation of Propensity Scores

Since they were introduced by Rosenbaum and Rubin (1983), propensity scores have

been used in observational studies in many fields to adjust for imbalances on pre-

treatment variables, X, between a treated group, indicated by Z = T , and a control

group, indicated by Z = C (e.g., D’Agostino, 1998; Dehejia and Wahba, 1999; Ru-

bin, 1997). Propensity scores are one-dimensional summary of multidimensional

covariates, X, such that when the propensity scores are balanced across the treat-

ment and control groups, the distribution of all the covariates, X, are balanced in

expectation across the two groups.

The propensity score for an individual i (i = 1, . . . , N) is the conditional proba-

bility of receiving a particular treatment (Zi = T ) versus control (Zi = C) given a

vector of observed covariates, xi,

ei = ei(xi) = Pr
(
Zi = T | Xi = xi

)
, (3.1)

where it assumed that, given the X’s, the Zi are independent,

Pr
(
Z1 = z1, . . . , ZN = zN | X1 = x1 . . .XN = xN

)

=
N∏

i=1

e(xi)I{zi=T}(1− e(xi)
)(1−I{zi=T})

.

Rosenbaum and Rubin (1983) showed that for a specific value of the propensity score,

the difference between the treatment and control means for all units with that value

of the propensity score is an unbiased estimate of the average treatment effect at
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that propensity score, if the treatment assignment is strongly ignorable given the

covariates. Thus matching, subclassification, or regression (covariance) adjustment

on propensity score tends to produce unbiased estimates of the treatment effects

when treatment assignment is strongly ignorable, which occurs when the treatment

assignment, Z, and the potential outcomes, say (Y (C), Y (T )), are conditionally

independent given the covariates X: Pr(Z | X, Y (C), Y (T )) = Pr(Z | X).

3.2 Estimating Propensity Scores with Incomplete Data

Usually we do not actually know the propensity scores, and so we must estimate

them. To estimate propensity scores for all individuals, one must model the distri-

bution of Z given the observed covariates, X. There is a recent and large literature

on propensity score methods with complete data (e.g., Gu and Rosenbaum, 1993;

Rubin and Thomas, 1992a, 1992b, 1996). In practice, typically some covariate val-

ues will be missing, and it is not clear how the propensity score should be estimated

when some covariate values are missing. In addition, the missingness itself may be

predictive about which treatment is received in the sense that the treatment assign-

ment mechanism might be ignorable (Rubin, 1978) given the value of X and the

observed pattern of missing covariates but not ignorable given only the observed

value of X.

Rosenbaum and Rubin (1984) considered using a “pattern mixture” model (Lit-

tle 1993; Rubin 1986) for propensity score estimation with missing covariate data.

Appendix B of Rosenbaum and Rubin (1984) defined a “generalized” propensity

score as the probability of treatment assignment given X∗, a K-coordinate vector,

where the jth covariate of X∗ is a covariate value if the jth covariate was observed,

and is an asterisk if the jth covariate is missing. This is equivalent to conditioning

on the observed values of X, Xobs, and a missing covariate indicator R.

More formally, let the response indicator be Rij , (j = 1, . . . ,K), which is 1

when the value of the jth covariate for the ith subject is observed and 0 when it

is missing; Rij is fully observed by definition. Also, let X = (Xobs,Xmis), where
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Xobs = {Xij : Rij = 1} denotes the observed parts and Xmis = {Xij : Rij = 0}
denotes the missing component of X. Then, the generalized propensity score for the

subject i, which conditions on all of the observed covariate information, is

e∗i = e∗i (X
obs
i , Ri) = Pr

(
Zi = T | Xobs

i , Ri

)
. (3.2)

Rosenbaum and Rubin (1984) showed that with missing covariate data and strongly

ignorable treatment assignment given Xobs and R, the generalized propensity score

e∗i in (3.2) plays the same role as the usual propensity score ei in (3.1) with no miss-

ing covariate data. Treatment assignment is strongly ignorable given (Xobs, R) if

Pr(Z | X, R, Y (C), Y (T )) = Pr(Z | Xobs, R). It is important to emphasize that, just

as with propensity score matching with no missing data, the success of a propen-

sity score estimation method is to be assessed by the quality of the balance in the

(Xobs, R) distribution between the treatment group and the control group that has

been achieved by matching on it.

Rosenbaum and Rubin (1984) suggested that in large enough samples, one can

estimate the generalized propensity score by estimating a separate logit model using

the subset of covariates fully observed for each pattern of missing data. In addition,

they noted that with discrete covariates, their pattern mixture approach is equivalent

to adding an additional “missing” category to each covariate.

An alternative approach to handling incomplete data is imputation, i.e., filling in

missing data with plausible values, as it addresses the missing-data problem before

beginning the analysis with the hope of working well for essentially all subsequent

analyses. In order to incorporate missing-data uncertainty, Multiple Imputation

(MI) was proposed by Rubin (1978; also see Rubin, 1987, 1996). MI is a Monte

Carlo technique in which each missing values is replaced by m > 1 simulated ver-

sions, where m is typically small (e.g. 3-10). Each of the simulated complete datasets

is analyzed by standard methods, and the results are combined to produce estimates

and confidence intervals that incorporate missing-data uncertainty. Most of the tech-

niques presently available for creating MIs assume that the missing data mechanism
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is ignorable, but it is important to note that the MI paradigm does not require

ignorable nonresponse. Imputations may in principle be created under any kind of

model for the missing data mechanism, and the resulting inferences will be valid

under that mechanism (see chapter 6, Rubin, 1987).

In this paper, we consider both the pattern mixture approach introduced by

Rosenbaum and Rubin (1984) and the MI approach to address the problem of esti-

mating and using propensity score with partially missing data, and we compare the

results from these methods with results from a complete-data analysis.

As noted previously, propensity score matching relies heavily on the assumption

of ignorability of the assignment mechanism. Since this ignorability depends on

the relationship between Z and all of the other study variables, it is crucial to

examine the assumptions about all of the data generating mechanisms. For all of

the techniques here described we will maintain the following assumption:

Pr(Z | X, R, Y (C), Y (T )) = Pr(Z | X, R),

in order to have ignorability of the assignment mechanism.

We now discuss the assumptions implicit in each of the competing methodologies

in term of the generating mechanisms of the study variables.

A complete-data analysis uses only observations where all variables are observed.

This means that any unit that has any missing data is removed from the study. In

the best of circumstances this will be inefficient. In general, this best case scenario

assumes that the units removed, those with missing data, are just a simple random

sample of the other. This is a strong assumption, formally referred to as data

Missing Completely At Random (MACR, Little and Rubin, 1987). It does not

allow the missing data mechanism to depend on any other variable. In our specific

context, to make valid causal inferences with this approach we require the following

assumption regarding the missing data mechanism:

Pr(R | X, Z) = Pr(R).
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This a very strong assumption, particulary as the number of covariates, needed for

ignorability of the assignment mechanism to hold, grows.

The pattern-mixture approach proposed by Rosenbaum and Rubin (1984) pro-

vides a possible solution to this problem. This method relies on either one of the

following assumptions:

Pr(Z | X, R) = Pr(Z | Xobs, R),

or

Pr(Y (C), Y (T ) | X, R) = Pr(Y (C), Y (C) | Xobs, R).

These assumptions imply that within each missing data pattern (defined by R),

we either need assignment to be independent of the covariates unobserved for that

pattern, or we need ignorability to be satisfied just on the basis of those covariates

observed in that pattern.

The strength of this method is that, in principle, it does not make any assump-

tion about the missing data mechanism; however it does assume that either all

missing covariate values are already balanced across treatment groups or that they

are independent of the potential outcomes conditional on observed covariate values

and the missing data patterns.

Another potential weakness of this method is that since it specifies one model

for both handling missing data and estimating propensity scores it will not always

possible to incorporate the outcome variable Y into this model, even though it might

provide useful information about missing values.

In addition, if there are many patterns of missing data with only few individ-

uals for each of the two treatment groups, the pattern-mixture approach becomes

infeasible. To overcome this possible complication, in our application we adopt a

“trick”. Because in our dataset most of the covariates are categorical, and only few

continuous background variables have missing values, we turn into categorical the

continuous variables with some missing data, and then apply the pattern-mixture
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approach simply by adding an additional “missing” category to each missing covari-

ate.

Finally, we consider the MI approach. To create MIs we assume that the missing

observations are missing at random (MAR), that is,

Pr(R | X, Z, Y (C), Y (T )) = Pr(R | Xobs, Z, Y obs),

where Y obs is the vector of the observed values of Y , with ith element equal to

Y obs
i = I{Zi = T}Yi(T )+I{Zi = C}Yi(C). Note that this MAR assumption involves

all the observed variables, not only the pretreatment covariate X, so that we can

incorporate in the imputation model also the treatment indicator and the potential

outcomes, which may provide useful information about the missing values. This is

an important advantage of the MI techniques with respect to the other approaches.

Here, we perform MI in two way: including Y in the model and not including Y

in the imputation model. In this second case we implicitly assume that Pr(R |
Xobs, Z, Y obs) = Pr(R | Xobs, Z).

Using MI to handling incomplete data covariates, we essentially assume the latent

ignorability of the assignment mechanism. Latent ignorability was first introduced

by Frangakis and Rubin (1999) as an extension of standard ignorability in the con-

text of missing data mechanism. It describes a situation where the mechanism is

ignorable only when conditional on certain latent or missing values, in addition to

the observed values. In our case, the assignment mechanism is ignorable only condi-

tional on complete covariate data (which includes, of course, values that in practice

are missing). Computationally, this is achieved by filling in the missing covariate

values using MI. Formally, we require that

Pr(Z | X, R, Y (C), Y (T )) = Pr(Z | X).

We conclude this section with some remarks about the computational techniques

used to generate the results reported in section 7.

The propensity score analysis is implemented by the use of the pscore module in

STATA written by Becker and Ichino (2000), which estimates the propensity scores
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and tests the balancing property. This property is needed to estimate the causal

effect of interest, here, the Average effect of Treatment on the Treated (ATT). In

fact, we know that under the strong ignorability assumption, if the propensity score

e(X) is known, the ATT can be estimated as follows:

ATT ≡ E
(
Yi(T )− Yi(C) | Zi = T

)
(3.3)

= E
(
E

(
Yi(T )− Yi(C) | Zi = T, e(Xi)

))

= E
(
E

(
Yi(T ) | Zi = T, e(Xi)

)
E

(
Yi(C) | Zi = C, e(Xi)

) | Zi = T
)
,

where the outer expectation is over the conditional distribution of e(Xi) given Zi =

T .

Once we have estimated the propensity score for each individual, and tested

that the balancing property holds, we may proceed to the matching stage, when

treated and comparison units are paired according their scores. Here we use what

is called “Stratification Matching”. This method consists of dividing the range of

variation of the propensity score in intervals such that within each interval treated

and control units have on average the same propensity score. Then, within each

interval in which both treated and control units are present, the difference between

the average outcomes of the treated and the controls is computed. The ATT of

interest is finally obtained as an average of the ATT of each block with weights

given by the distribution of treated units across blocks. Formally,

ATT =
G∑

g=1

ATTg

∑
i∈G(g) Zi∑

i Zi
,

where G(g) is the set of units in block g, and

ATTg =

∑
i∈G(g) Yi(T )

NT
g

−
∑

j∈G(g) Yj(C)

NC
g

,

with NT
g and NC

g being the numbers of treated and control units in block g.

Recall that we have to face on the problem of partially missing covariates. There-

fore, the estimation of this ATT effect will be based on the estimated generalized
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propensity score in the pattern-mixture approach. When we consider MIs to han-

dling incomplete data, we estimate a standard propensity score and the correspond-

ing ATT effect for each simulated complete datasets, and then we combine the results

to yield the final estimate.

To create MIs we use the mvis module in STATA (Patrick Royston, 2004), which

is based on MICE method of multiple multivariate imputation described by van Bu-

uren et al. (1999) and assumes that the missing observations are missing at random

(MAR) or missing completely at random (MCAR). MICE stands for Multivariate

Imputation by Chained Equations. This method assumes that, for each missing

variable, the user can specify a conditional distribution for the missing data given

the other data. Under the assumption that a multivariate distribution exists from

which these conditional distributions can be derived, MICE constructs a Gibbs sam-

pler from the specified conditionals. The sampler is then used to generate MIs.1 For

each imputed dataset, we calculate propensity scores, pick a matched control group

and calculate the causal estimand of interest. Finally, we combine causal estimates

across imputed datasets using the method derived by Rubin (1987). Specifically,

suppose that we have imputed m complete datasets using an appropriate model.

Let ATTl and Vl denote the point estimate and variance respectively from the lth

(l = 1, . . . , m) dataset. The point estimate ÂTT of ATT from multiple imputation

is simply the arithmetic mean of ATT1, . . . , ATTm. Obtaining a valid standard er-

ror for this estimate of ÂTT requires combining information on within-imputation

and between-imputation variation. The latter is important in reflecting uncertainty

due to variability between imputation samples. First, a within-imputation variance
1MICE is a flexible and general methodology for generating multiple MIs in multivariate data.

However, this approach has the theoretical limitation that it is possible to generate incompatible
distributions via implicit contradictions in their conditional specifications. In other words, it is
possible that there is no joint distribution for the variables which must be imputed, however the
MCMC can be implemented, and each conditional specification may be a good empirical fit to the
data. In addition, as most of the existing procedures, the mvis module restricts to particular and
convenient multivariate distributions, which may result in inferior imputation, especially as the
number of variables in the data increases. In our application, we expect the results to be robust to
these types of limitations, even if we recognize that our MIs could be improved (e.g., Shen, 2000;
Rubin, 2004).
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component, W , is obtained as the mean of the complete-data variance estimates,

ATT1, . . . ,ATTm. Second, a between-imputation variance component, B, is calcu-

lated as the sum of squares of ATT1, . . . , ATTm about ÂTT, divided by m-1. The

(total) variance of ÂTT is given by V = W + B(1 + 1/m). Rubin (1987) showed

that (ATT− ÂTT)/
√

V is distributed approximately as Student’s t with ν degrees

of freedom, where ν = (m− 1){1 + W/[B(1 + 1/m)]}2.

In this paper, we implement the propensity score matching procedures described

above in the attempt to assess the impact of childbearing on individuals’wellbeing

in Indonesia. We do this using a sample of women drawn from the Indonesia Family

Life Survey (IFLS).

4 Indonesia Family Life Survey

By the middle of the 1990s, Indonesia had enjoyed over three decades of remarkable

social, economic, and demographic change and was on the cusp of joining the middle-

income countries. Per capita income had risen more than fifteenfold since the early

1960s, from around US$50 to more than US$800. Increases in educational attain-

ment and decreases in fertility and infant mortality over the same period reflected

impressive investments in infrastructure.

In the late 1990s the economic outlook began to change as Indonesia was gripped

by the economic crisis that affected much of Asia. In 1998 the rupiah collapsed, the

economy went into a tailspin, and gross domestic product contracted by an estimated

12− 15% - a decline rivaling the magnitude of the Great Depression.

The general trend of several decades of economic progress followed by a few years

of economic downturn masks considerable variation across the archipelago in the

degree both of economic development and of economic setbacks related to the crisis.

In part this heterogeneity reflects the great cultural and ethnic diversity of Indonesia,

which in turn makes it a rich laboratory for research on a number of individual- and

household-level behaviors and outcomes that interest social scientists.
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The Indonesia Family Life Survey (IFLS) is designed to provide data for studying

these behaviors and outcomes. It is an on-going multi-level longitudinal survey

conducted by RAND Corporation in collaboration with UCLA, Lembaga Demografi

(University of Indonesia), and the Center for Population and Policy Studies (CPPS)

of the University of Gadjan Mada. The survey sample is representative of about

83% of the Indonesian population and contains over 30,000 individuals living in 13

of the 27 provinces in the country. The IFLS consists of three waves plus a special

wave. The first wave (IFLS1) was administered in 1993 to individuals living in 7224

household. The second wave (IFLS2) sought to reinterview the same respondents

four years later (1997). A follow-up (IFLS2+) was conducted in 1998 with 25% of

the sample to measure the immediate impact of the economic and political crisis

in Indonesia. The next wave, IFLS3, was fielded on the full sample in 2000. The

response rate for the IFLS is impressive: 94% of the original sample from 1993 has

been reinterviewed in the third wave of IFLS. In our application, we do not use data

from IFLS2+.

The IFLS is a comprehensive multipurpose survey that collects data at both the

household and individual levels, as well as at community level. In each wave, the

questionnaire was organized in the same way: it was divided into books, usually

addressed to different respondents, and subdivised into topical modules.

All the analyses in this paper are based on the subsample of panel women who

responded to book IV. This book was administered to all ever-married women age

15-49 and those women who completed it in previous waves irrespective of age. Book

IV collects retrospective life history on marriage, children ever born, pregnancy out-

comes and health-related behavior during pregnancy and childbirth, infant feeding

practice, and contraceptive use. In our sample, information from book IV is inte-

grated with information on basic socio-demographic characteristic. In addition, we

consider some information on key characteristics of household structure, and data

concerning household consumption expenditures, that we use to define the individual

wellbeing.
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5 A Measure of Wellbeing

In our study we use a measure of monetary wellbeing, given by the real annual value

of the total household consumption expenditures per equivalent basis. As the liter-

ature on developing countries suggests, we argue that consumption is better suited

than income as an indicator of living standard in Indonesia. The main reason is that

consumption is believed to vary more smoothly than income, both within any given

year and across the life cycle. Income is notoriously subject to seasonal variability,

particulary in developing countries, such as Indonesia, whereas consumption tends

to be less variable. Life-cycle theories also predict that individuals will try to smooth

their consumption across their low- and high-income years (in order to equalize their

marginal utility of consumption across time), through appropriate borrowing and

saving. In practice, however, consumption smoothing is far from perfect, in part due

to imperfect access to commodity in credit markets and to difficulties in estimating

precisely one’s “permanent” or life-cycle income.

Sometimes, consumption is also preferred over income because it is deemed to

be a more “direct” indicator of achievements and fulfilment of basic needs. A caveat

is, however, that consumption is indeed an outcome of individual free choice, an

outcome which may differ across individuals of the same income and ability to

consume, just like actual functioning vary across people of the same capability sets.

At a given capability to spend, some individuals may choose to consume less (or

little), preferring instead to give to charity, to vow poverty, or to save in order to

give important bequests to their children.

Consumption is also held to be more readily observed, recalled and measured

than income (at least in developing countries), to suffer less from underreporting

problem. Clearly, this is not to say that consumption is easy to measure accurately.

It should be noted that consumption does not equal expenditures. The value of

consumption equals the sum of the expenditure on the goods and services purchased

and consumed, plus the value of goods and services consumed but not purchased
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(such as those received as gifts and produced by the household itself), plus the

consumption or services value of assets and durable goods owned. Unlikely expen-

ditures, therefore, consumption includes the value of own-produced goods.

For Indonesia we do not have access to any pre-made consumption variables.

There exists, however, SAS code to produce consumption expenditure for the first

wave. This code, written by Nga Vuong, is available on the IFLS web site. Following

Nga Vuong’s SAS code, we wrote a STATA program to produce consumption expen-

diture for each wave. Some variables we used to generate consumption expenditure

had missing values. As in Nga Vuong’s SAS code, we replaced these missing values

with the Enumeration Area medians based on household size, and if the values were

still missing, we replaced them with the Kabupaten medians based on household

size. Finally, in order to account for price variability, we considered real consump-

tion expenditures, created by dividing the nominal consumption expenditures by

the national consumption price index (International Financial Statistics, 2002).

In developing countries a strong positive correlation between household size and

poverty is often reported. This implies that wellbeing of individuals who live in

households of different sizes and composition are not directly comparable. In other

words, differences in household size and composition can be expected to create dif-

ferences in household “needs”. It is essential to take these needs into account when

comparing the wellbeing of individuals living in differing households. We can do

this using equivalence scales. In our application, we consider a standard equivalence

scale (at least for developing countries): the square root of the number of persons

in the household.

Table 1 presents some descriptive statistics of the distribution of the (real) to-

tal net equivalised household consumption expenditures at the time of third wave

(2000), classified by number of live births born between 1993 and 1997. We find

that consumption for households experiencing one or two childbearing events tends

to be lower than households who do not experience no childbearing event. The birth

of the third child seems to increase the level of consumption; this figure is probably
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Table 1: Descriptive statistics of total net equivalised household consumption by
number of live births.

Consumption expenditures
(Rp in thousands)

Live births Obs mean sd median

0 3024 194.084 211.816 136.539
1 948 163.026 168.507 119.842
2 128 151.812 195.366 118.244
3 7 199.538 129.990 127.870

At least a live birth 1083 161.936 171.604 119.827

due to the small number of women having three live births in four years. The same

trend is evident in Figure 6, which shows the histograms of the distribution of the

net equivalised household consumption expenditures for women who have no live

birth and women who experience at least a live birth (excluded values greater than

99th percentile). The vertical line shows the mean of the consumption distribution

within each subsample.

6 Causal Effects of Childbearing on Wellbeing

The descriptive statistics show interesting patterns of poverty for different groups

in society. However, the reported statistics do not say much about whether - or to

what extent - childbearing events may lead to changes in the consumption levels.

For instance, in Figure 6 we notice that households with no live births between

1993 and 1997 have on average a higher consumption level respect to households
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Figure 6: Histogram of the Net equivalised household consumption-Rupiah in thou-
sands (excluding values above the 99th percentile).

who experienced at least a live births in that period, but it is unclear whether the

lower consumption level of the latter household is a cause or a consequence of the

childbearing. Nevertheless, from a social policy point of view this is an important

issue: sensible policies aimed at reducing poverty and improving wellbeing, can only

be successfully implemented as long as one knows the causal direction of the effects.

In this section we implement the methods described in section 3 with the aim of

establishing whether childbearing events do have a causal impact on poverty.

To assess the impact of childbearing on wellbeing, we compare the wellbeing of

women who experience at least a childbearing event, indicated by Z = T , to those

women who do not experience such an event, indicated by Z = C. To a large ex-

tend this is what we have done in the presentation of the descriptive statistics in
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the previous section. However, a quick glance at Tables 2 and 3-4, which present

descriptive statistics for the background variables by women who experience a child-

bearing and women who do not, demonstrates quite clearly that these two group

of women are very different in almost all their characteristics. It is important to

emphasize that these statistics are descriptive and not inferential, in the sense that

they are not aimed at estimating relevant population parameters, but rather simply

describe the two samples and their differences. Note that, our dataset suffers from

the complication that for some women, some covariates have missing values.

Table 2 presents, for each continuous covariate, the mean and standard de-

viation using available cases; also presented are standardized percentage differ-

ences, defined as the mean difference between women who experience a childbearing

event and women who do not, as a percentage of the standard deviation 100(xT −
xC)/

√
(s2

T + s2
C)/2, where xT and xC are the samples means in the treated and

control groups and s2
T and s2

C are the corresponding sample variances, again based

on available cases. Also presented is the variance ratio, s2
T /s2

C .

Tables 3 and 4 present, using available case data for the categorical covariates

the proportion of women in each category in the two groups defined by Z. The third

column displays the absolute differences in percent between women who experience

a childbearing event and women who do not for each of the categorical covariates.

Three covariates, deprivation index, age at first marriage, and years since last live

birth, were considered to be either continuous or categorical, depending on the

specific approach to the missing data problem and thus appear in both Table 2 and

Table 3 (Table 4).

Finally, Table 5 presents the proportion of observed values for the missing data

indicators for the 13 covariates with any missing values (either continuous or cate-

gorical) by treatment group and the absolute differences in percent between women

who experience a childbearing event and women who do not.

The differences between treated and control women summarized in Tables 2-5

144



Table 2: Means (standard deviations), standardized differences (based on available
cases) in percent, and variance ratio for continuous covariate in both treatment
groups before matching.

Z = C Z = T Standardized Variance

Covariate mean (s.d.) mean (s.d.) difference (%)b ratioc

Number of adults 3.12 (1.43) 2.76 (1.27) -27 0.78
Number of children under 2 years 0.34 (0.53) 0.49 (0.57) 28 1.16
Number of children 2 to 6 years old 0.35 (0.55) 0.56 (0.62) 35 1.25
Number of children 6 to 14 years old 1.33 (1.11) 1.06 (1.13) -24 1.03
Number of women above 14 years 1.62 (0.88) 1.43 (0.74) -23 0.71
Deprivation indexa 0.30 (0.15) 0.34 (0.15) 20 1.03
Consumption (Rp in thousands) 151.67 (171.13) 129.78 (125.40) -15 0.54
Age of HH head 41.49 (9.96) 35.25 (9.45) -64 0.90
Yrs of schooling of the HH heada 5.88 (4.24) 6.11 (4.32) 5 1.04
Age 35.16 (7.40) 27.92 (5.74) -109 0.60
Yrs of schoolinga 4.98 (3.95) 5.75 (3.94) 20 1.00
Age at first marriagea 17.89 (4.34) 18.49 (4.15) 14 0.91
Years since last live birtha 6.56 (5.74) 2.88 (2.96) -81 0.27
Number of pregnancies (live births) 3.60 (2.28) 2.55 (1.97) -49 0.74
Number of miscarriage/still births 0.32 (0.69) 0.23 (0.53) -14 0.59

a Covariate suffers from some missing data.
b The standardized difference is the mean difference as a percentage of the average standard devi-

ation: 100(xT − xC)/
p

(s2
T + s2

C)/2, where for each covariate xT and xC are the samples means in

the treated and control groups and s2
T and s2

C are the corresponding sample variance.
c The variance ratio is s2

T /s2
C .

indicate the possible extent of biased comparisons of outcomes due to different dis-

tributions of observed covariates and patterns of missing data in the two groups

of women. That is, ideally all such descriptive statistics should suggest the same

distribution in the group of women who have at least a live birth and in the group

of women who do not, as they would be in expectation if the treatment indicator

(childbearing vs no childbearing) had been randomly assigned. As can be seen from

these tables, there exists considerable initial bias between women who experience

a childbearing and women who do not. For instance, seven of the continuous co-

variates have initial standardized differences 25% larger, with age with an initial
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Table 3: Table of observed proportions and percent differences for categorical co-
variate (household characteristics).

Difference
Covariate Z = C Z = T in %

Provincia Nord Sumatra 0.05 0.10 5
West Sumatra 0.05 0.05 0
South Sumatra 0.05 0.04 1
Lampung 0.04 0.06 2
Jakarta 0.09 0.08 1
West Java 0.16 0.21 5
Central Java 0.14 0.10 4
Yogjakarta 0.05 0.03 2
East Java 0.16 0.12 4
Bali 0.06 0.04 2
West Nusa Tenggara 0.05 0.08 3
South Kalimatan 0.05 0.05 0
South Sulawesi 0.05 0.04 1

Area Urnan 0.47 0.41 6
Rural 0.53 0.59 6

Deprivation Index ≤ 0.18 0.21 0.14 7
0.18− 0.25 0.2 0.21 1
0.25− 0.33 0.21 0.18 3
0.33− 0.44 0.19 0.23 4
> 0.44 0.19 0.24 5

Sex of HH head Female 0.09 0.05 4
Male 0.91 0.95 4

Education level of HH head None 0.12 0.10 2
Elementary 0.55 0.55 0
Jr High education 0.13 0.13 0
Sr High education 0.15 0.17 2
College or higher 0.05 0.05 0

Marital status of HH head Married 0.94 0.97 3
Unmarried 0.06 0.03 3

Activity last week HH head Working 0.93 0.94 1
Housekeeping 0.03 0.02 1
Other 0.04 0.04 0
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Table 4: Table of observed proportions and percent differences for categorical co-
variate (woman’s characteristics)

Covariate Z = C Z = T Difference (%)

Is she HH head? Yes 0.08 0.03 5
No 0.92 0.97 5

Education level None 0.17 0.10 7
Elementary 0.58 0.58 0
Jr High education 0.12 0.15 3
Sr High education 0.11 0.14 3
College or higher 0.02 0.03 1

Marital status Married 0.94 0.99 5
Unmarried 0.06 0.01 5

Activity last week Working 0.46 0.38 8
Housekeeping 0.53 0.61 8
Other 0.01 0.01 0

Age at first marriage ≤ 15 0.29 0.22 7
15 - 17 0.20 0.20 0
17 - 19 0.19 0.21 2
19 - 21 0.14 0.17 3
> 21 0.18 0.20 2

Spouse in HH Yes 0.91 0.95 4
No 0.09 0.05 4

Islam Yes 0.87 0.90 3
No 0.13 0.10 3

Parents in HH Yes 0.10 0.13 3
No 0.90 0.87 3

Years since last live birth No Children 0.03 0.09 6
≤ 2 0.28 0.47 19
2 - 4 0.15 0.23 8
4 - 9 0.25 0.17 8
> 9 0.29 0.04 25

Pregnant Yes 0.00 0.18 18
No 1.00 0.82 18

Ever used contraceptives Yes 0.77 0.71 6
No 0.23 0.29 6

Use of contraceptives Yes 0.59 0.42 17
No 0.41 0.58 17
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Table 5: Missing-value indicators (proportion observed).

Difference
Covariate Z = C Z = T (in %)

Deprivation Index 0.930 0.919 1.1
Education level of HH head 0.999 1.000 0.1
Yrs of schooling of the HH head 0.995 0.994 0.1
Education level 0.999 1.000 0.1
Yrs of schooling 0.997 0.995 0.2
Activity last week 0.998 1.000 0.8
Age at first marriage 0.985 0.993 0.7
Islam 0.996 0.997 0.1
Parents in HH 0.998 1.000 0.2
Years since last live birth 0.987 0.987 0.0
Pregnant 1.000 0.999 0.1
Ever used contraceptives 0.999 0.999 0.0
Use of contraceptives 0.998 0.997 0.1

standardized difference equal to 109%. Among categorical variables, we see that

years since last live birth, pregnancy, and use of contraceptives are very different

between women who experience a childbearing event and women who do not. The

missing rates appear similar; there is no significant difference between the two groups

in the observed proportions of covariates with some missing value. In addition, the

observed proportions are quite high for each variables.

This unbalancing in observed background characteristics and pattern of missing

covariates between women who have a child and women who do not implies that

computed differences in wellbeing are highly likely to be confounded by these pre-

treatment variables and their missing-data pattern, a feature that needs to adjusted

for. The ideal setting would be to compare a woman’s level of wellbeing when ex-

periencing a childbearing event to its counterfactual, which here would be the case
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when the same woman does not experience such an event. Such a comparison would

enable us to single out the effect on wellbeing that is only attributable to the child-

bearing event. The problem of course is that for the same individual these two

scenarios are mutually exclusive. In other words the counterfactual is indeed non

observed, which clearly impedes such a comparison.

In order to address this problem we construct an approximation to the counter-

factual using Propensity Score Matching methods described in section 3. Because the

major goal of this article is to assess the impact of childbearing on wellbeing taking

into account the presence of missing covariates when estimating propensity scores,

we specifically focus on a comparison between the different approaches described in

section 3.2 to estimating and using propensity scores with partially missing data.

In simple terms, the application of a quasi-experimental approach in our study

can be outlined as follows. Women are divided into two types: those who had at

least a live birth between 1993 and 1997 (Zi = T ) and those that did not (Zi = C).

Women are then matched by pairing units who undertook treatment (i.e., Zi = T )

with units of comparison (i.e., Zi = C) that are similar in term of their observ-

able characteristics prior to the childbearing event. When the relevant differences

between treated and controls are captured by observable covariates, matching meth-

ods yield an unbiased estimate of the average impact of childbirth on treated. The

matching is performed by means of the propensity score. Therefore, first we esti-

mate propensity score for each individual, and then, provided the balancing property

holds, which has to be tested, we proceed to compute the average effect of treatment

on the treated.

The matching procedure based on the propensity score implies that all variables

listed in Tables 2-4 and, according to the approach used, also the corresponding

missing indicators listed in Tables 5, have to be balanced between treated and con-

trol units. Satisfying the balancing property is in our case a non-trivial exercise.

This forced extensive use of interactions sometimes using higher order terms. In ad-

dition, the specification of the propensity score changes according to the approach
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used to handling the missing data problem and the more unbalanced the sample

is, the greater need for interaction terms. In particular, when we consider the MI

approach, for each imputed complete dataset, we might have to specify a different

propensity score model. In all applied methods, the variables which are suspected

to confound the fertility-poverty causal relationship are included in the estimation

of the propensity score matching.

7 Results

This study started out with a real-world problem faced in most observational study:

estimating and using propensity score with partially missing background data.

In our application, we have 4107 women. Of these women, 1083 (26.37%) had at

least a live birth between 1993 and 1997, whereas 3024 (73.63%) had no live births.

In addition, for 438 women (10.66%) - 122 treated and 316 control - some covariates

had missing values.

We focused on three different possible solutions to this problem; specifically we

compared the results obtained from the following methods: complete-case analysis,

multiple imputation (with and without Y in the imputation model), and pattern-

mixture model approach. Table 6 shows the estimates of the average effects of

childbearing on consumption expenditures (Rupiah in thousands) under these three

different approaches of handling missing data.

As can be seen in Table 6, the results from different approaches of handling

missing data show some differences between methods in terms of point estimate and

its standard error. The two imputation models, one incorporating Y and the other

not incorporating Y , give very similar results. They yield values that appears to be

slightly smaller than those resulting from the other approaches. On the contrary,

the complete-case analysis gives the highest average treatment effect and the highest

standard error. It seems clear that this approach is not the one we should use. As

shown in many studies, complete case analysis can lead to biased and less efficient
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conclusions unless under Missing Completely At Random (MCAR) assumption (Ru-

bin, 1976c; Little and Rubin, 1987). The MCAR assumption is fairly strong and in

many cases implausible. It has testable implications and can be often rejected by

the data. In our application, we find that the MCAR assumption is not plausible,

in fact it is more reasonable to believe that the missing data mechanism is either

Missing At Random (MAR) or nonignorable. For instance, if poorer women tend to

have lower response rates, then the impact of an additional child from one period to

the next will be stronger when considering the complete-case analysis. In addition,

the exclusion of data from 10.66% participants reduce the power of statistical tests.

Concerning the multiple imputation approach and the model-based analysis, it is

very hard to say which approach is better; they can be viewed as complementary to

each other. Recall that we implemented the MI technique assuming that the missing

data process was missing at random. This assumption could be questionable. On

the other hand, the pattern-mixture approach does not make any assumption about

the missing data mechanism, so it could appear more attractive. Theoretically,

however, one could also implement the MI techniques in such a way as to satisfy the

assumptions of the pattern-mixture approach.

In addition to the differences in assumptions, more broadly discussed in sec-

tion 3.2, there are other differences between the three approaches, that we must

consider in comparing them.

First, recall that propensity score models are generally chosen based on the bal-

ance they produce. This balance cannot be measured correctly using methods that

consider only observations where all variables are observed, unless the appropriate

assumption holds. Therefore model diagnostics may be misleading. The MI tech-

nique, with no added assumptions, can produce “completed” case diagnostics which

can easily be combined across datasets. The pattern-mixture approach can be used

to calculate expected values for each covariate.

Second, MI approach uses different models for imputation and propensity score.

This allows the MI approach to incorporate model features in one model that might
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Table 6: Average effects of childbearing on consumption expenditures (Rp in thou-
sands) using different approaches to the missing covariates problem.

Treated Control
Approach units units Effect s.e. t

Complete-data 961 2387 -29.990 13.615 -2.203
Pattern-mixture model 1082 2670 -28.563 13.527 -2.112
Multiple Imputation (without Y ) 1083 2625.375 -26.305 13.014 -2.021
Multiple Imputation (with Y ) 1083 2628.5 -26.087 13.012 -2.005

be inappropriate for another. For example, we can include Y in the imputation

model to help predict missing covariate values, while inclusion of Y in our propensity

score model would be a strong violation of our assumptions.

Third, MI makes the choice of the propensity model easier. Missing data models

such as the pattern-mixture model sometimes can be a bit tedious to fit and re-fit

especially when there are many variables involved. Propensity score model fitting

often involves iterations through many versions of the model using balance diagnos-

tics to compare models. Using the MI technique the propensity score model fitting

takes place on completed datasets. In our application, refitting logistic regressions

in this scenario appears not nearly so cumbersome.

Finally, the MI approach allows for final analysis of the outcomes (such as co-

variance adjustment) which include covariates which are not fully observed. Often

the causal estimand of interest is not simply a comparison of outcome means across

treatment groups. For instance, treatment effects broken down by subgroups may

be of interest. In addition, regression-adjusted results may be desired for increased

precision. Such analyses may be difficult to perform if they involve missing covari-

ate data; the MI technique easily handles any such analyses. Moreover, multiple
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imputation can be used as a tool for sensitivity analysis.

Despite these structural and philosophical differences, looking across the esti-

mates in Table 6, we see that the various approaches of handling missing data lead

to the same conclusion about the effect of having a child on wellbeing, that is, the

estimated ATT effects suggest that having a child causes a non negligible reduction

of consumption level, and all these effects appear to be significant at the 5% level

according to a standard two-sided t-test. This would agree with the hypothesis that

in developing countries, there is a strong positive effect of household size on poverty.

8 Concluding Remarks

In this paper, we analyze the causal relationship between fertility and individu-

als’welling in Indonesia using a sample of women drawn from the IFLS panel data,

and propensity score methods. A complication is that for some women, some back-

ground variables have missing values. In such a case, it is not clear how the propen-

sity score should be estimated. Here, we performed the data analysis using various

strategies of handling this type of missing data. Specifically, we compare the follow-

ing methods: complete-case analysis, multiple imputation, and a pattern mixture

model based approach (Rosenbaum and Rubin, 1984).

As shown in many studies, complete case analysis can lead to biased estimate

unless the MCAR assumption holds (Rubin, 1976c; Little and Rubin, 1987). The

MCAR assumption, which is fairly strong and in many cases implausible, has sev-

eral testable implication and can be often rejected. An attractive alternative to

handling incomplete data is multiple imputation. In our application, we perform

a MI analysis using a technique based on MICE method, and assuming that the

missing data mechanism is Missing At Random (Rubin, 1976c; Little and Rubin,

1987). Finally, we consider the pattern-mixture approach proposed by Rosenbaum

and Rubin (1984), which leads to estimate a “generalized” propensity score.
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The results from different approaches of handling missing data show some differ-

ences between methods in terms of point estimate and its standard error; however all

the three approaches provide some evidence that childbearing events have a negative

impact on individuals’wellbeing, which gives more weight to this conclusion.

It is important to be aware that the analysis presented here has some short-

comings. First, we have focused on a binary treatment,“having or not at least a

live birth between 1993 and 1997”, but it could be of interest to assess if wellbeing

associated with childbearing also varies by parity.

Also, we apply the pattern mixture approach for propensity score estimation

with covariate missing data using only categorical variables. We could consider also

continuous covariates. In such a case, Rosenbaum and Rubin (1984) suggested that

in large enough samples, one can estimate the generalized propensity score by esti-

mating a separate logit model using the subset of covariates fully observed for each

pattern of missing data. However, this approach is not applicable when there are

many patterns of missing covariates with only few individuals for each of treatment

groups. In such situations, it would be more appropriate to use models similar

to those in D’Agostino and Rubin (2000). Moreover, it would be also interesting

to investigate results from different multiple imputation approaches, which rely on

weaker assumptions than the MAR model (e.g., Hill, 2004).

Finally, it should be noted that our analysis captures only the total causal effect

of a childbearing event. It could be interesting to assess if this effect is mediated by

some intermediate variable, such as labor market behavior, mother’s health status,

father’s activity and so on. Thus, the concept of “direct” and “indirect” causal

effects comes to play. In the Rubin Causal Model potential outcomes framework,

here adopted, the key organizing principle for addressing the topic of direct and

indirect causal effects is based on the concept of principal stratification (Frangakis

and Rubin, 2002; Mealli and Rubin, 2003). This perspective can be view as having

its seeds in the instrumental variables method of estimation, as described within the

context of the Rubin Causal Model in Angrist, Imbens, and Rubin (1996).
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For having an idea about how this approach could be implemented in our study,

suppose that we are interested in the causal effect of having at least a live birth

between 1993 and 1997, Z, on the mother’s health at time of second wave (1997), S,

and on wellbeing, Y three years after the childbearing events. In this case, for each

subject i, there are two sets of potential outcomes: {Si(C), Yi(C)}, which would be

observed if the woman does not experience childbearing events, and {Si(T ), Yi(T )}
which would be observed if the woman experiences at least a childbearing event.

Assuming that we are within a cell defined by common values of observed co-

variates, the basic principal stratification with respect to the general posttreatment

variable S is the partition of subjects into sets such that all subjects in the same set

have the same vector (S(C), S(T )), where S(C) refers to the value of S when as-

signed to treatment C and S(T ) refers to the value of S when assigned to treatment

T .

Note that we cannot, in general, observe the principal stratum to which a subject

belongs because we cannot directly observe both S(C) and S(T ) for any subject.

Principal strata are, by definition, not affected by treatment assignment, and can

thus be used just as any other pretreatment variable to define subgroup of causal

effects.

A comparison of causal effects of Z on wellbeing for different principal strata

defined by (S(C), S(T )) provides information on the extend to which a causal effect

of Z on wellbeing occurs together with a causal effect of Z on the intermediate out-

come, mother’s health. A direct causal effect of childbearing events, after controlling

for the mother’s health, exists if there is a causal effect of childbearing events for

women with S(C) = S(T ), i.e., women for whom the treatment Z does not affect

their health status. On the other hand, if there is no causal effect of childbearing

events on wellbeing for these women, then there is no direct effect of childbearing

events on wellbeing after controlling for mother’s health status, because the causal

effects of the treatment Z on wellbeing exists only in presence of causal effects of Z

on the posttreatment variable, mother’s health status.
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